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Abstract

Until now the experimental research in medical neuroscience has been limited to analyzing summary activity of large neuron populations. However, thanks to recent efforts in using neuroinformatics, artificial intelligence and machine learning methods in neuroscience as well as medical and technological advances, new opportunities to record activity of individual neurons arises. These opportunities allow us to better understand the neural mechanism of complex behavior, as well as identify parts of the brain responsible for specific tasks.

In this thesis, we were focusing on applying such methods to data recorded from patients with Parkinson’s disease that were treated with deep brain stimulation, to improve our understanding of the human brain and the mechanism of the deep brain stimulation in particular.

This thesis concentrated mainly on two problems in this field. First, the evaluation of the state-of-the-art methods used to identify and classify neuronal action potentials (i.e spike sorting methods) in microelectrode recordings, which required devising and implementation of signal generator that produced artificial signals with similar properties as the signals recorded from basal ganglia.

Second, to use these methods to discriminate individual neurons from a microelectrode recording and to use this knowledge to identify neurons with specific functions in basal ganglia and better understanding of the human brain in general. Spike sorting methods allowed us to find approx. 20% of basal ganglia neurons with activity related to control of eye movements and 17% of basal ganglia neurons with activity related to processing emotional stimuli or responding to different types of emotional stimuli. We were also able to find several statistically significant relations between severity of Parkinson’s disease symptoms (described using Unified Parkinson’s Disease Rating Scale subscores) and statistical characteristics of both microelectrode records and by individual neuron firing patterns using linear mixed-effects models.

Keywords: spike sorting, single-neuron recordings, Parkinson’s disease, deep brain stimulation, basal ganglia, subthalamic nucleus, linear mixed-effects models, UPDRS, emotion, arousal.
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Chapter 1

Introduction

Until now the experimental research in medical neuroscience has been limited to analyzing summary activity of large neuron populations. However, thanks to recent efforts to use neuroinformatics, artificial intelligence and machine learning methods in neuroscience as well as medical and technological advances, new opportunities to record activity of individual neurons arises. These opportunities allow us to better understand the neural mechanism of complex behavior, as well as identify parts of the brain responsible.

We are focusing generally on applying such methods to data recorded from patients with Parkinson’s disease (PD) that are treated with deep brain stimulation, to improve our understanding of the human brain and the mechanism of the deep brain stimulation in particular. Deep brain stimulation (DBS) has been an effective tool in the treatment of Parkinson’s disease as well as other movement disorders. However, the clinical use of DBS is still novel and it has severe side effects like increase rate of depression episodes in post-DBS-treatment. Cause of these side effects is still a matter of debate as the functions of the stimulated region - subthalamic nucleus (STN) - have not yet been fully uncovered.

Thesis concentrates mainly on two problems in this field. First, the evaluation of methods used to identify and classify neuronal action potentials (i.e spike sorting methods) in microelectrode recordings. Second, to use these methods to discriminate individual neurons from a microelectrode recording and use this knowledge to identify neurons with specific functions in basal ganglia.
CHAPTER 1. INTRODUCTION

1.1 Goals of the Thesis

- to evaluate performance of methods for transforming raw data consisting of summary neuronal activity (microelectrode records) into analyzable spiking activity of individual neurons in order to be able to analyze brain activity at neuron level,
- to devise a method for generation of artificial signals similar to those created by summary neuronal activity in basal ganglia that is necessary for objective evaluation of various spike sorting methods,
- to experimentally evaluate that basal ganglia neurons are related to scanning eye movements,
- to analyze firing patterns of neurons in STN to determine its function in the high-level representation of emotions,
- to find objective relation between severity of various PD symptoms and statistical characteristics of microelectrode records and individual neuron firing patterns.

1.2 Structure of the Thesis

This thesis is structured as follows. Chapter 2 serves as an introduction to the Parkinson’s disease (Section 2.1), it’s treatment (Section 2.2) and standardized means of rating severity of the Parkinson’s disease symptoms (Section 2.3). Last Section 2.4 looks into problems connected with Deep Brain Stimulation treatment and also discusses where do the data used in this thesis come from.

Chapter 3 looks into the transformation of raw data from extracellular microelectrode into spiking activity of individual neurons (i.e. spike sorting), involving evaluation of state-of-the-art spike sorting methods based on ground truth synthetic data I created by devising an artificial signal generator.

Chapter 4 summarizes the application results in neuroscientific field achieved using spike sorting methods. Section 4.1 describes our finding of basal ganglia neurons related to eye movements. Section 4.2 presents the process of searching for emotion-related neurons in the subthalamic nucleus. Section 4.3 identifies activity in subthalamic nucleus that is directly related to PD symptoms.

Finally, Chapter 5 concludes the thesis and discusses the achievements of the thesis.
Chapter 2

Medical Background

2.1 Parkinson’s disease

Parkinson’s disease (PD) belongs to a group of conditions called motor system disorders, which are the result of the loss of dopamine–producing brain cells (NINDS Office of Communications and Public Liaison 2006). PD primary symptoms are tremor (trembling of arms, hands, legs, ...); bradykinesia (a movement slowness); rigidity (arm, leg stiffness) and postural instability. Secondary symptoms include depression or another emotional changes, difficulty speaking, sleep problems, urinary problems etc.

PD mainly develops in people over age of 50. At the beginning, PD symptoms are subtle and are usually occurring progressively. The speed of the disease is different among people. As the symptoms become more severe, they might interfere with daily activities - e.g difficulty walking, talking or completing simple tasks.

The diagnosis of PD is based solely on medical history and neurological examination as there are currently no laboratory tests that can ascertain PD. Therefore, the disease can be often difficult to diagnose, so M.D. usually rule out other diseases first (NINDS Office of Communications and Public Liaison 2006).

2.2 Parkinson’s disease Treatment

PD is currently not curable, but various medications significantly improve life quality of patients. Usually, levodopa combined with carbidopa is used, because levodopa can be used by cells in brain to make dopamine compensating for the low dopamine levels.
Carbidopa helps delaying the levodopa to dopamine conversion until it reaches the brain. Levodopa is used as a treatment in at least 75% parkisonian patients, however, only some symptoms are respond well to the drug. Bradykinesia and rigidity are among those that are most successfully treate with levodopa treatment, but tremor is often only slightly affected and postural instability and several secondary symptoms are not affected at all. Aside from levodopa, anticholinergics are sometimes used for tremor and rigidity control and a group of drugs such as bromocriptine that mimic the role of dopamine in the brain are also successfully used for PD patient treatment.

Before discovery of levodopa, surgery was a common treatment of PD. Nowadays, it is only prescribed to patients with the most severe PD symptoms, that are insensitive to drug therapy (NINDS Office of Communications and Public Liaison 2006).

### 2.3 Unified Parkinson Disease Rating Scale

The Unified Parkinson Disease Rating Scale (UPDRS) scale is a standardized measure of the effect of the disease on patients’ motor skills and mental abilities. The UPDRS is commonly used as a rating tool to follow the progress of Parkinson’s Disease.

It is made up of the

1. Mentation, Behavior, and Mood section

2. Activities of daily living section

3. Motor section

Patient’s ratings are evaluated by examiner during interview. It is possible to achieve maximum rating of 135 points, which represents the worst (total) disability, while rating of 0 points means no disability. As the disease progresses, UPDRS scores usually increase. The complete list of all UPDRS scores of a sample patient is shown in Table 2.1.

Although being a standardized measure, the UPDRS score is still a subjective measure depending on an experience and skills of the examiner. An objective UPDRS analysis would be a valuable contribution as a decision support tool to help examiners with PD treatment.
2.4 Deep brain stimulation

Deep brain stimulation (DBS) is a surgical procedure used most commonly to treat the symptoms of Parkinson’s disease (PD), such as rigidity, bradykinesia and tremor. DBS is also used to treat essential tremor, which is also a common neurological movement disorder. The procedure is currently only used for patients whose symptoms can no longer be controlled with medications (Kringelbach et al. 2007).

High-frequency stimulation of the subthalamic nucleus (STN) suppress motor symptoms in Parkinson disease and is thought to mimic the effects of lesions of the STN (Bergman et al. 1990) or of levodopa (Pollak et al. 1996). However, the mechanism of action of STN stimulation is still a matter of debate (Welter et al. 2004).

As shown in Figure 2.1, the DBS system consists of three parts (1) DBS electrode, or lead, (2) connecting wire and (3) implantable pulse generator (IPG). The electrical pulses generated by the IPG are lead through the connecting wires to the DBS electrodes that are placed in deep brain structures. Mostly subthalamic nucleus (STN) or globus pallidus interna (GPi) is stimulated.

Pulse generator is placed inside a small incision made near the collarbone. The wire
is lead under the scalp and skin. The by far most time consuming and complicated part is the placement of the DBS electrodes (Jahanshahi et al. 2000).

Figure 2.1: Deep Brain Stimulation scheme (Gulie 2007a).

2.4.1 Neurosurgery

The stimulation electrodes are implanted during stereotactic surgery. A neurosurgeon uses a stereotactic head frame and magnetic resonance imaging (MRI) to localize the target within the brain.

Stereotactic head frame is attached to the head of the patient prior to the operation. The frame defines three dimensional coordinate system for the MRI brain mapping. The resulting map becomes the blueprint for planning the least invasive trajectories of the microelectrodes into the deep brain structures. In order to maintain the head in a fixed position through the operation, the head frame is screwed to the operating table. The operation has to be done with patient awake, so that he can report any sensory anomalies. The awaken state is also necessary in order to test the effect of the stimulation at the
end of the surgery (Baltuch et al. 2007). Therefore no global anesthetic is administered – only local ones to avoid the pain caused by the stereotactic frame.

2.4.2 Navigation

As the location of STN is variable and due to the relatively small size of the nucleus itself (approx. 25mm$^3$), STN targeting is quite challenging. Neurosurgeon uses a combination of MRI calibrated with a stereo-tactic frame, coordinates relative to established anatomic landmarks from brain atlas and intraoperative neurophysiology. Figure 2.2 shows the MRI and X-Ray image of DBS electrodes in thalamus (Slavin et al. 2007).

![MRI and X-Ray image showing the DBS electrodes in thalamus (Hutchison et al. 1998a; Gulie 2007b).](image)

2.4.3 Microrecording

Microelectrode recording (MER) is used by neurosurgeon as an additional means to ensure the accuracy of the surgical probe. This technique uses tungsten microelectrodes that can record summary electrical activity of neurons within the deep brain structures. In order to minimize the damage done, the microelectrodes are much smaller than the stimulation electrode. During the surgery signals recorded using microelectrodes from various depths are amplified and played using earphones to the neurosurgeon, who acoustically analyzes
the summary activity of different brain structures (thalamus, STN, globus pallidus etc.) and help steer the electrodes toward the desired surgical target.

All the data examined in this thesis, was recorded using five parallel parylene-coated tungsten microelectrodes spaced 2-mm apart in a “Ben-gun” configuration with an exposed tip size of 15 – 25 µm. Microelectrode tips were plated with gold and platinum to reduce the impedance to 0.2 MΩ at 1 kHz. The five parallel microelectrodes were advanced simultaneously with a motor microdrive in 0.5-mm steps, beginning 10 mm above the target.

Signals were amplified and filtered using the Medtronic Lead Point System with sampling frequency 24kHz. The simultaneous recording of neuron channel was performed using a tetra-electrode setup in which four microelectrodes were inserted as a glued pair separated by a distance of 250 – 300 µm.

Every dataset came along with an operation protocol, that describes what electrodes were used and till what depth and where was the STN found – based on the subjective judgment of the surgeon. Sample of the operation protocol is shown in Figure 2.4.

Figure 2.3: Example of microelectrode signals recorded from different depths of human brain (Hutchison et al. 1998a).
2.4. DEEP BRAIN STIMULATION

Figure 2.4: Sample of operation protocol. It clearly describes that only the central microelectrode was used till depth $T + 1$ (24 depths in total) and that the STN was found between $T - 4$ and $T + 1$ (dexter hemisphere). The last column describes the exact placement of leads of the stimulation electrode.
Chapter 3

Spike sorting

Single-channel microelectrode recordings (MER) consist of summed electrical potentials created by individual neurons see Figure 3.1. Depending on how many neurons are close to the recording electrode, recorded signal can contain traces of that many different electrical potentials summed with a contribution of large number of neurons further away from microelectrode (usually referred to as “background noise”). Therefore, in order to study the behavior of individual neurons, we need to unravel the combined neuronal activity and obtain the activity of the individual neurons.

As neuronal activity is discrete (i.e. at any given time neuron is either firing an action potential or being silent), the problem of neuron separation is significantly reduced. All that is needed is to detect all action potentials (also referred to as spikes) in the recording and sort them according to what neuron created them. This process is called spike detection and sorting. It results in a sequence of spikes, called the spike train, for each neuron detected in the microelectrode recording (see Figure 3.2).

The content of the following sections has been published by Wild et al. (2012b).

3.1 Introduction

Classifying neuronal action potentials is a technical challenge that is a prerequisite for studying many types of brain function. Accurate detection of the activity of individual neurons can be difficult to achieve due to the large amount of background noise and the complexity in distinguishing the action potentials of one neuron from others. Even if the activity of several neurons is recorded with only a single electrode as is illustrated in
Figure 3.1, spike sorting allows the researcher to measure the activity of the individual neurons separately. This capability is especially important for experimental investigations of neural codes that use spike timing.

Although there are many spike sorting software packages (including commercial software), we are not aware of any objective comparison of them that discusses adjustments to their parameters and their impact on spike sorting accuracy.

Most unsupervised spike sorting algorithms employ three principal steps (Figure 3.2). In the first step, spikes are detected with an automatic spike detection method. In the second step, a set of features is extracted from each spike - principal component analysis (PCA) (Adamos et al. 2008) or the wavelet transform (Quiroga et al. 2004) are usually used in this step. Finally, the spikes represented by their features are assigned to different neurons by an unsupervised learning algorithm (e.g. a clustering algorithm). We should mention that these steps are sometimes combined (Franke et al. 2009; Herbst et al. 2008), but most spike sorting algorithms handle the three steps independently.

We focus on stages 2 and 3, as there are already a number of comparative studies in the field of spike detection (Lewicki 1998; Adamos et al. 2008; Gibson et al. 2008), and because the studied spike sorting algorithms are modular, thus allowing the researcher to choose freely which spike detection algorithm to use. The spike detection part was
omitted by providing the algorithms with reference spike times.

The idea of recording multiple neurons and then grouping the action potentials by
the source neuron is not new. It was first proposed in the 1960s (Gerstein et al. 1964),
and since then numerous approaches to the problem have been developed.

Given a lower-dimensional representation of the spikes and disregarding the times at
which the spikes occurred, the spike sorting problem reduces to a clustering problem.
Therefore, most of the better known clustering algorithms have been applied to spike
sorting: k-means clustering (Salganicoff et al. 1998), hierarchical clustering (Fee et al.
1996), superparamagnetic clustering (Quiroga et al. 2004), as well as mixtures of Gauss-
sians (Sahani 1999) and mixtures of t-distributions (Shoham et al. 2003). The method
used in (Fee et al. 1996) grouped multiple classes according to whether the interspike
interval histogram of the group showed a significant number of spikes in the refractory
period.

Takahashi et al. (2003b) and Takahashi et al. (2003a) combined independent compo-
nent analysis (ICA) and the efficiency of an ordinary spike sorting technique (k-means
clustering) to solve spike overlapping and nonstationarity problems of tetrode record-

Adamos et al. (2010)
attempted to resolve overlapping spikes by introducing a hybrid scheme that combines the robust representation of spike waveforms to facilitate the reliable identification of contributing neurons with efficient data learning to enable the precise decomposition of coactivations.

Fee et al. (1997) described a procedure for efficiently sorting spikes in the presence of noise that is anisotropic, i.e., dominated by particular frequencies, and whose amplitude distribution may be non-Gaussian, such as occurs when spike waveforms are a function of the interspike interval. Support vector machines were used in Ding et al. (2008) to solve the superposition spike problem.

Herbst et al. (2008) combined the spike detection and classification steps into a single computational procedure using a Hidden Markov Model framework. Detection and classification was also merged in Franke et al. (2009), where a method of linear filters was inspected to find a new representation of the data and to optimally enhance the signal-to-noise ratio. By incorporating direct feedback, the algorithm adapted to non-stationary data. Delescluse et al. (2006) used Markov chain Monte Carlo in order to estimate and make use of the firing statistics as well as the spike amplitude dynamics of the Purkinje cells. Online spike sorting approaches suitable for HW implementation were addressed in Gibson et al. (2010) and Rutishauser (2006). (Adamos et al. 2008) performed a comparative study focused on PCA using synthetic data on which correlated and white Gaussian noise processes are superimposed, and the KlustaKwik (Harris 2000) clustering approach was used. Wang et al. (2006) proposed a robust approach employing an automatic overlap decomposition technique based on the relaxation algorithm that required simple fast Fourier transforms. Hulata et al. (2002) used a simple k-means technique for spike sorting while applying the wavelet packets decomposition framework in an extraction step.

The following approaches dealt with the quality of the spike sorting process. Schmitzer-Torbert et al. (2005) introduced two measures: L-ratio and Isolation Distance. The two measures quantified how well separated the spikes of one cluster were from other spikes. Joshua et al. (2007) described the isolation score, which measured the overlap between the noise (non-spike) and the spike clusters. The measure of Tankus et al. (2009) was based on visual features of the spike waveform and an automatic adaptive algorithm that learned the classification by a given human and could apply similar visual characteristics for classifying new data.

This chapter describes a comparative analysis of the three most popular spike sorting approaches with a publicly available source-code: WaveClus (Quiroga et al. 2004), OSort (Rutishauser 2006) and KlustaKwik (Harris 2000). Emphasis was put on involving the
3.2. METHODOLOGY

The papers on WaveClus and KlustaKwik did not make direct comparisons with any other spike sorting method. They merely made comparisons between different versions of the same algorithm. OSort was compared with both methods, but from the perspective of online spike sorting (Rutishauser 2006). We are convinced there is a need to evaluate them within a common framework, in order to determine which one to use for a specific task.

Lewicki (1998) presented an extensive review on spike sorting in 1998, but did not include any quantitative experiments, and dozens of new algorithms have been proposed since that review appeared. Gibson et al. (2008) compared several spike detection and feature extraction methods, but they did not include a comparison of the clustering algorithm, because the goal of the paper was only to reduce the data for hardware implementation.

In summary, very few quantitative comparisons of spike sorting methods have been made, and there are no standard criteria for evaluating them. We propose in this chapter an evaluation framework aimed at providing a fair comparison of spike sorting methods on optimal terms.

3.2 Methodology

The objective of the study is to compare the three most widely-used publicly-available spike sorting algorithms (WaveClus, KlustaKwik, OSort) with regard to their parameter settings. We observed that even a small change in the parameters of a spike sorting algorithm may have a dramatic impact on their accuracy. Therefore a comparison between spike sorting algorithms and non-optimal parameters could be biased. To overcome this weakness, we employ an optimization technique on artificial signals to find near-optimal parameter settings. Using these settings, we compared the algorithms on various types of artificial signals, focusing on single-channel recordings (similar to extracellular signals recorded using a single microelectrode).
3.2.1 Spike sorting algorithms

The most important properties of all three spike sorting algorithms selected in the previous section are summarized in Table 3.1. A more detailed description of the algorithms that have been used follows.

Table 3.1: Summary of the properties of each spike sorting algorithm.

<table>
<thead>
<tr>
<th></th>
<th>WaveClus</th>
<th>KlustaKwik</th>
<th>OSort</th>
</tr>
</thead>
<tbody>
<tr>
<td>Features</td>
<td>wavelet transform</td>
<td>PCA</td>
<td>Raw data points</td>
</tr>
<tr>
<td>Clustering method</td>
<td>superparamagnetic clustering</td>
<td>AutoClass</td>
<td>template matching</td>
</tr>
<tr>
<td>User-tunable parameters</td>
<td>20</td>
<td>10</td>
<td>2</td>
</tr>
<tr>
<td>Real-time use</td>
<td>no</td>
<td>no</td>
<td>yes</td>
</tr>
<tr>
<td>Open source</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>GUI available</td>
<td>yes</td>
<td>yes</td>
<td>yes (Mclust)</td>
</tr>
<tr>
<td>Version tested</td>
<td>2.0</td>
<td>1.6</td>
<td>2.1</td>
</tr>
</tbody>
</table>

**WaveClus**

WaveClus is an unsupervised spike detection and sorting algorithm that combines the wavelet transform (localizing distinctive spike features) with superparamagnetic clustering (SPC), which is a method used in statistical mechanics (Quiroga et al. 2004). It enables clustering of the data without assumptions such as low variance or Gaussian distributions. In the first step, spikes are detected with an automatic amplitude threshold on the high-pass filtered data. In the second step, a small set of wavelet coefficients from each spike is chosen as the input for the clustering algorithm. Finally, SPC classifies the spikes according to the selected set of wavelet coefficients (Quiroga et al. 2004). WaveClus is one of the most widely-used spike sorting algorithms, and it has a large number of parameters for fine-tuning the method (see Table 3.2 for details). WaveClus version 2.0 was used for the comparison.

**OSort**

OSort is an implementation of a template-based, unsupervised online spike sorting algorithm. The estimation of the number of neurons present, as well as the assignment of each spike to a neuron, is based on a distance metric between two spikes (Rutishauser 2006). Based on this distance, a threshold is used: (i) to decide how many neurons are present and (ii) to assign each spike uniquely to a neuron cluster, or to a noise cluster.
if unsortable. The threshold is calculated from the noise properties of the signal and is equal to the squared average standard deviation of the signal, calculated with a sliding window. The main advantage of OSort over its competitors is that it can be used online, thus enabling real-time spike sorting during an experiment (Rutishauser 2006). OSort version 2.1 was used for the comparison.

**KlustaKwik**

KlustaKwik is a software for unsupervised classification of multidimensional data. It is employed in the MClust toolbox, which enables both manual and automatic spike sorting on single-electrode, stereotrode and tetrode recordings. KlustaKwik fits a mixture of Gaussians with unconstrained covariance matrices and automatically chooses the number of mixture components. PCA is used to extract spike features for the clustering and a penalty term for selecting the number of clusters is implemented. The penalty is based on the ability to specify Bayesian information content (Cheeseman et al. 1996). KlustaKwik allows a variable number of clusters to be fitted. The program periodically checks if splitting any cluster would improve the overall score. KlustaKwik also checks to see if deleting any cluster and reallocating its points would improve the overall score. The splitting and deletion features often allow the program to escape from local minima, reducing sensitivity to the initial number of clusters, and reducing the total number of starts needed for a data set (Harris 2000). KlustaKwik version 1.6 was used for the comparison.

### 3.2.2 Preparation of test data

For the purposes of comparison we used two sets of artificial data: previously published data (Quiroga et al. 2004), referred to as QQ (after Quian Quiroga), and data generated by our own method, referred to as JW, publicly available online - [http://neuro.felk.cvut.cz/supplementary/spikesorting-comparison/](http://neuro.felk.cvut.cz/supplementary/spikesorting-comparison/). Both of these data sets were obtained simulating extracellular signals recorded using a single microelectrode.

Our artificial data was generated by superimposing real spikes at random times onto a noise background – see Section 3.2.3 for details about the generator. Since several aspects of signals affect spike sorting, we used a wide range of signals of different characteristics (signal noise level, number of neurons) to maximize the objectivity and discriminability of our results.
A total of 9 real spikes (64 samples) shown in Figure 3.3 were picked manually from extracellular tungsten microelectrode recordings during a Deep Brain Stimulation operation from the STN of 5 patients. Each spike was deduced from a different position in the STN, thus eliminating the possibility of extracting two separate spikes of the same neuron.

Figure 3.3: Waveforms of 9 real spikes, used for artificial signal generation.
Each spike represents a different neuron.

The noise background for longer signals (60, 960 seconds) was generated in the same way as for the QQ data (Quiroga et al. 2004) using over 2,000 different spikes (some of which might be from the same neuron), thus simulating the activity of many distant neurons in the brain. For shorter signals (20 seconds), a spike-less part of a raw signal recorded from STN was used as a noise background to approximate real signals more closely. The noise was then scaled, so that its standard deviation $\sigma$ lies within the range $(0.05; 0.3)$, and was then superimposed on the previously generated signal to get the final artificial record.

Twenty two QQ signals (60 seconds) and another 90 JW signals with 2 – 9 neurons generated using the described procedure were used to evaluate the spike sorting algorithms on a large variety of signals with different properties. The JW signals were split into three groups according to their length - 40 short JW signals (20 seconds), 40 long JW signals (60 seconds) and 10 very long JW signals (960 seconds). The signals with the same number of neurons differed in the standard deviation of the noise that was superimposed
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Figure 3.4: Example of the same 250 ms long signal with different noise levels ranging from 0.05 to 0.35. The spikes marked in the signal by a triangle and a circle each belonged to a different neuron and are shown in greater detail on the right side - in the case of a higher noise level at 0.25 and 0.35, a new noisy spike could be misleadingly detected.
on the signal element. However, as it was very difficult to estimate (and compare) the standard deviation of the noise component in the case of real signals, all the JW and QQ data was labeled using a straightforward noise estimation method (see Section 3.2.4).

### 3.2.3 Artificial signal generator

To generate an artificial signal with \( n \) neurons, spikes 1...\( n \) were used as a template for each neuron. Each template was first scaled to 75%-125% (uniform distribution) of its maximal amplitude to mimic the different spatial distance from each neuron to the electrode and was placed at random positions in the signal, while maintaining a neuronal refractory period of 3ms. The contribution of different neurons was independent, such that spikes of different neurons might have coincided with each other in the signal, simulating the situation of several neurons firing at the same time.

After placing all the spikes, noise should be added to the signal. Our generator used two types of noise. An artificial one that was generated in the same way as the signal itself but with much larger set of neurons (e.g. thousands of neurons). This procedure was selected as it should closely mimic the origin of noise in recorded MER signals. As the other type of noise a spike-less part of real recorded signal from STN was used (repeating as needed). Both types of noises had to be normalized first and then multiplied by the wanted \( noise\_level \).

See Algorithm 1 for Matlab pseudocode of the artificial generator used.

### 3.2.4 Noise Level Estimation

The noise level \( n_l \) was defined as the reciprocal value to the signal-to-noise ratio \( SNR \) (Smith 1999)

\[
n_l = \frac{1}{SNR} = \left( \frac{A_{\text{noise}}}{A_{\text{signal}}} \right)^2
\]

(3.1)

where \( A_{\text{signal}} \) represents the root mean square (RMS) amplitude calculated from all the spikes extracted using spike detection, and \( A_{\text{noise}} \) accounts for RMS computed from the rest of the signal. As the estimated noise level was normalized, it was easier for comparison across signals with different amplitude ranges, as opposed to standard deviation. An inevitable drawback of the method described here was that the estimation was slightly biased as, in theory, \( A_{\text{signal}} \) had to be calculated only from the useful signal (spikes), whereas in the real case the spikes themselves were corrupted by noise.
Algorithm 1 Artificial signal generator

signal = zeros(1, signal_length)

for each spike in spike_templates do

    % randomly increase/decrease spike size
    nspike = spike · ((rand() / 2) + 0.75) / max(spike)

    % calculate interspike intervals (ISI) histogram
    % from Poisson distribution given lambda (1.4)
    lambda = rand() · 4
    histogram = poissrnd(lambda)

    % transform histogram into ISIs, adhering to refractory period
    % so that each ISI is uniformly spread among the histogram bin
    isi = refractory_period + (histogram − rand()) · bin_width

    % calculate firing indexes from ISIs
    idx = cumsum(isi)

    % place spike according to idx (i.e. neuron spiketrain)
    for i = 1 : length(idx) do
        signal(idx) = signal(idx) + nspike
    end for
end for

% Add normalized noise with a given noise_level to the signal
% (noise can be prepared using the same procedure)
signal = signal + noise · noise_level
For illustration purposes, Figure 3.4 depicts the same 250 ms long signal with four different noise levels (0.05, 0.15, 0.25, 0.35). On the right side of each signal there is a detail of two spikes (marked in the signal by a triangle and a circle), each belonging to a different neuron. This is an example to illustrate of how much the noise affected the shape of the spikes.

### 3.2.5 Performance rating function

In order to assess the accuracy of different spike sorting algorithms and to provide an objective function for optimization, a performance measure was needed. As the experiments were performed using artificial data, the true clustering of the spikes was available. In machine learning research, many measures have been proposed for this type of clustering evaluation task (Warrens 2008; Vinh et al. 2009; Vinh et al. 2010), and some of them have already been used for spike sorting evaluation (Kretzberg et al. 2009; Gasthaus 2008). Recently, Vinh et al. (2010) showed that Adjusted Mutual Information (AMI) had the best properties among all these clustering evaluation measures, so this measure was selected for the evaluation.

AMI is an information theoretic measure which usually provides a value between 0 and 1. The value is 0 if the clustering provides information about the true clustering just by chance, and it is 1 if all information is revealed, meaning that the two clusterings are the same. Hence, AMI can be considered as the ratio of true information in a spike sorting result. Several AMI values and their corresponding clustering are shown in Figure 3.5.

### 3.2.6 Spike sorting parameters

All of the spike sorting algorithms discussed have a number of parameters (OSort - 2 parameters; KlustaKwik - 9 parameters; WaveClus - 13 parameters) that can be adjusted in order to improve the spike sorting accuracy. However, it was very difficult to set these parameters correctly using manual methods.

Although all the parameters were documented, it was an almost impossible task to find out how to operate them so that the algorithm would perform better on a given signal.

First a visualization of the parameter space was performed using high dimensional stacking (see Section 3.2.7). The visualization did not uncover any specific pattern in
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Figure 3.5: Several clustering results with their corresponding AMI values. The correct clustering is presented in the top-left corner with different shapes for each cluster. In the top-right corner, one cluster is further split, so AMI is reduced. In the bottom-left corner, the number of clusters is correct, but there is a wrong split. In the bottom-right corner is a random clustering (AMI=0).

the parameters space, but it did help us find reasonable parameter space boundaries for optimal parameter search.

Second, the parameter search was formulated as an optimization problem: given a set of algorithm parameters

$$\mathbf{x} = \{x_1, x_2, \ldots, x_n\},$$

(3.2)

find a solution for

$$\max_{\mathbf{x}} f(\mathbf{x}),$$

(3.3)

where the $f(\mathbf{x})$ objective function is the value of the performance rating function (the AMI score) for the spike sorting results obtained with parameter vector $\mathbf{x}$. As artificial signals were used in this study, the AMI could be calculated for the parameter space and the optimal solution could be identified by an exhaustive search. Gradient descent and genetic algorithms were also considered, but the objective function changed significantly with only a small change in the parameters, so only an exhaustive search guaranteed finding the global optima.

While employing the exhaustive search, only some of the algorithm parameters proved to have an impact on the spike sorting accuracy. The Table 3.2 summarizes the names
of these parameters for all three algorithms. A complete annotated list of all parameters is available online at http://nit.felk.cvut.cz/~wildj1/ssc or at each algorithm author’s website.

Table 3.2: List of parameters impacting the spike sorting accuracy for each algorithm. The parameter names were taken directly from the original source code of each algorithm author.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>force_auto</td>
<td>Automatically force membership of spikes assigned to noise cluster using template matching.</td>
</tr>
<tr>
<td>inputs</td>
<td>Number of wavelet coefficients to use as features for clustering.</td>
</tr>
<tr>
<td>KNearNeigh</td>
<td>Number of data points used for the nearest neighbors interactions in the SPC.</td>
</tr>
<tr>
<td>min_clus_stop</td>
<td>Minimum size of a cluster (cluster will be deleted if the number of spikes it contains is lower than this value).</td>
</tr>
<tr>
<td>mintemp</td>
<td>SPC minimum temperature - a lower temperature value groups all data into a single cluster, while higher values allow the data to split into more clusters</td>
</tr>
<tr>
<td>scales</td>
<td>Number of wavelet decomposition levels used.</td>
</tr>
<tr>
<td>SWCycles</td>
<td>Number of Monte Carlo iterations used by SPC.</td>
</tr>
<tr>
<td>template_type</td>
<td>Type of template matching method used - template matching is used for spike sorting speed up in the case of large number of spikes or for assigning spikes in the noise cluster to the existing clusters (if force_auto is set).</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>noDim</td>
<td>Number of PCA dimensions used for clustering.</td>
</tr>
<tr>
<td>MinClusters</td>
<td>The random initial assignment will have no less than MinClusters clusters. The final number may be different, since clusters can be split or deleted during the course of the algorithm.</td>
</tr>
<tr>
<td>PenaltyMix</td>
<td>Amount of Bayesian information content (BIC) or Akaike information content (AIC) to use as a penalty for more clusters. Default of 0 sets to use all AIC. Use 1.0 to use all BIC (this generally produces fewer clusters).</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>minNrSpikes</td>
<td>Minimum size of a cluster (cluster will be deleted if the number of spikes it contains is lower than this value).</td>
</tr>
<tr>
<td>correctionFactorThreshold</td>
<td>Value correcting a signal noise estimate used as a clustering threshold.</td>
</tr>
</tbody>
</table>

In order to make a fair comparison between algorithms with different numbers of parameters, all signals were split into two parts. The first part was used for optimization to find the ideal parameters, and the second part was utilized to evaluate the spike sorting accuracy with these parameters.
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3.2.7 Dimensional Stacking

In order to use dimensional stacking a two-dimensional grid was divided into embedded rectangles representing the individual parameters (i.e. categorical dimensions). Starting with two outer dimensions along the X and Y-axis, each additional pair of dimensions was embedded into the outer level rectangles. This process was repeated until all parameters were used.

According to Hoffman et al. (1997), the outer dimensions had a different effect than the inner dimensions. Therefore, it is significant in which order to choose the parameters for the stacking, because a specific order of parameters stacking might reveal something another order would not (Hoffman et al. 1997). As there was no exact clue on how to choose the outer and inner dimensions, these were picked manually in order to subjectively reveal the most information.

In order to overcome the limitation of dimensional stacking (necessity of categorical dimensions), we binned (discretized) each noncategorical dimension (algorithm parameter). The color of each point was defined by the AMI value of algorithm performance using the parameter set. Example of dimensional stacking visualization of WaveClus parameter space was shown in Figure 3.6.

![Figure 3.6: Example of dimensional stacking visualization of WaveClus parameter space (six parameters used) for signal QQ_Difficult1_noise015. The cyan color represents better performance (higher AMI), the magenta color means worse performance (lower AMI).](image)
3.2.8 Statistical methods

For each artificial signal the AMI scores were calculated for each spike sorting algorithm, using either optimized or default parameters. For the spike sorting evaluation, the signals and their corresponding AMI scores were grouped according to the algorithm used and the signal noise level. Each group was visualized as a simplified boxplot showing the median and the lower and upper quartiles. The range between these quartiles is referred to as the spread. Differences between group medians were assessed using the two-sided Wilcoxon signed-rank test. Bonferroni corrections for multiple comparisons were applied whenever appropriate.

For the comparison between the optimized parameters, and the default parameters the AMI scores were grouped according to the algorithm and parameters that were used (either optimized or default). For visualization, the simplified boxplots were used as described above. Significant differences between the medians of the groups were assessed in the same way as for the spike sorting evaluation, using the two-sided Wilcoxon signed rank test.

All calculations and statistical analyses were performed using MatLab (Mathworks, Natick, MA). The spike sorting results for the different algorithms were calculated using a Dell Precision workstation running 32-bit Linux Mint with a 2.13GHz Intel Core 2 Duo E6400 2.13GHz and 2 GB of DDR2 RAM.

3.3 Results and Discussion

The algorithms were compared in two main aspects. First, the spike sorting accuracy was measured with AMI (one AMI score for each signal and algorithm). The results correspond to the evaluation part of the signals, unless otherwise stated. Second, the speeds of these algorithms were compared to give some impression of the number of spikes that can be processed within a reasonable time.

3.3.1 Optimized parameters

As was already discussed in Section 3.2.6, the parameters were optimized on one part of the signal and evaluated on the other half. It was important to see whether this optimization really yielded better results than the default parameters of the algorithm.
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Figure 3.7 shows the spike sorting accuracy results using near-optimal parameters in comparison with the results employing the default parameters. JW short, long and QQ signals with noise levels ranging from 0.0 to 0.6 were used for this comparison. Although the spread of the AMI values was quite high, mainly due to the noise level diversity of signals used, it could be clearly seen that the optimization improved all three algorithms ($p < 0.01$).

![Figure 3.7: Comparison of the accuracy of the algorithms when used with default and optimized parameters. The y-axis represents the difference between the achieved AMI score while using optimized parameters and while using default parameters. Symbol ** indicates that the medians of the marked boxplots are significantly different from zero ($p < 0.01$).](image)

3.3.2 Spike sorting accuracy

Our main assumption was that increasing noise levels have a negative effect on spike sorting accuracy. We therefore present our results depending on noise levels. Figure 3.8 shows the spike sorting accuracy of WaveClus, KlustaKwik and OSort on short (10s) JW signals with noise levels ranging from 0.0 to 0.6. For signals with noise level between 0.00 – 0.15, WaveClus was the most accurate algorithm, with a median AMI of 0.7. However, because of its large spread the difference between WaveClus and KlustaKwik or OSort was not significant.

With added noise, the median AMI of all respective algorithms decreased, with both WaveClus and KlustaKwik proving to be significantly better than OSort ($p < 0.05$ and
Figure 3.8: Performance of spike sorting algorithms using short (10s) artificial JW signals with noise levels binned and optimized parameters. The y-axis represents the AMI score of each algorithm along with its spread. Symbols * and ** indicate that the medians of the marked boxplots are significantly different ($p < 0.05$ and $p < 0.01$, corrected for 3 comparisons).
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$p < 0.01$ at noise level $0.15 - 0.30)$, both having a better AMI score than OSort for 80% of 10s signals within the respective noise level range. For signals with noise levels above 0.30 all three algorithms had very poor accuracy, indicating that signals with such a high noise level were beyond their capabilities.

Figure 3.9: Performance of spike sorting algorithms using long (30s) artificial JW and QQ signals with noise levels binned and optimized parameters. The y-axis represents the AMI score of each algorithm along with its spread. Symbol ** indicates that the medians of the marked boxplots are significantly different ($p < 0.01$ corrected for 3 comparisons).

Figure 3.9, which depicts the same experiment as Figure 3.8, only with longer JW and QQ signals (30s), gave us somewhat similar results for WaveClus and OSort. WaveClus performed best in all cases, though it was significantly better ($p < 0.01$) than both of its competitors only for noise level $0.15 - 0.30$ (it had a better AMI score for 89% of
the respective signals). KlustaKwik was significantly better than OSort for noise level 0.00 – 0.15, though with higher noise levels KlustaKwik had a larger spread than OSort. Again, noise level above 0.30 was too high for the algorithms to give reasonable results.

Some spikes were visually investigated in order to explain the effect of the noise levels. Judging from Figure 3.4, the spike shape (in this case) remained almost unchanged for noise levels 0.05 and 0.15, but at 0.25 and 0.35 the spike shape did not seem like the shape at 0.05. This had a direct negative effect on the spike sorting accuracy of OSort, as shown in Figure 3.8 and 3.9, in comparison with WaveClus, because OSort used raw spike shapes (without any filtering) and a simple distance measure for sorting.

### 3.3.3 Spike sorting time complexity

In a real world scenario, the speed of an algorithm may be of considerable importance. For example, if a certain algorithm can be run online, it will help researchers to gather sorted spiking data from microelectrodes in real time. Of these three algorithms, only OSort is online, which means that it processes spikes one-by-one as they come. For the other two algorithms, the whole spike sorting process needs to be re-run with all previous data to cluster the new spikes, so they are more targeted for offline analysis when new spikes are not coming in. Even for large-scale offline analysis, it would be good to know the computational demand of the algorithms.

Ten very long signals (960 s) with noise level 0.15 were used for evaluating the time complexity of each algorithm. The 960 s signals were cut into shorter signals, with the number of spikes varying from 100 to 19460. The parameters for each spike sorting algorithm were optimized on the first part (1400 spikes) of each 960 s signal, and remained unchanged for all the other parts originating from this signal. As only the speed of the algorithms was measured and not their actual accuracy, parameter optimization of each individual signal part was unnecessary.

The results of the speed test are shown in Figure 3.10. OSort was the fastest algorithm, with an average speed of 1100 spikes/s, whereas the average speed for KlustaKwik and WaveClus was 200 and 100 spikes/s respectively.
3.4 Conclusion

Three widely-used publicly-available spike sorting algorithms were compared (WaveClus, KlustaKwik, OSort) with regard to their parameter settings, using single-channel artificial data with different noise levels and different number of neurons. To avoid biased results, an optimization technique was employed based on Adjusted Mutual Information to find near-optimal parameter settings for our artificial signals. When using the near-optimal parameters, each algorithm improved its spike sorting accuracy as opposed to when only the default parameters were used ($p < 0.01$). Using these settings, an objective comparison of the three algorithms was made.

WaveClus was the best performing spike sorting algorithm. The accuracy of KlustaKwik was comparable to that of WaveClus at a lower noise level (0.00 – 0.15), and worse otherwise (see Figure 3.4 for visual comparison of signals with different noise levels). Although OSort performed less well than both WaveClus and KlustaKwik, it sorted spikes at more than five times faster, and can thus be recommended for real-time signal processing with a low amount of noise present (below noise level 0.15). Where there is high noise (noise level greater than 0.3), none of the three algorithms provided reasonable results.

As our artificial data is publicly available online, we believe that our framework can
be extended to further spike sorting algorithms, thus providing an objective comparison platform for neuroscience researchers – as of 17.8.2015 this work was cited 14 times on Web of Science (see Appendix A).
This chapter summarizes the application results in neuroscientific field which built upon the spike sorting methods described in Chapter 3 and could not be realized otherwise. Section 4.1 describes our finding of basal ganglia neurons related to eye movements. Section 4.2 presents the process of searching for emotion-related neurons in the subthalamic nucleus. Section 4.3 identifies activity in subthalamic nucleus that is directly related to PD symptoms.

4.1 Basal Ganglia Neuronal Activity during Scanning Eye Movements in Parkinson’s Disease

This section describes the way of searching for basal ganglia neurons whose activity was related to eye movements, employing the results of spike sorting evaluation.

Note: The content of this section has been published by Sieger et al. (2013b). This work was a joint activity of several authors, including the author of this thesis. However, the dominant contributor was Tomáš Sieger. We briefly sketch the work here for completeness. Details can be found in the original article.
4.1.1 Introduction

In everyday life we scan the environment with a series of eye movements, pointing the fovea towards objects of interest and the most salient areas of the scene. The pattern of such eye movements (EM) carried out while exploring an image, also called scanning EM, is composed of a succession of small saccades and fixations, corresponding to successive re-allocation of attention from one detail to another (Araujo et al. 2001). Therefore, scanning EM can be considered as internally triggered EM, as the subject moves the gaze around a complex visual image actively searching for information relevant to current motivations and goals. Scanning EM have mostly been the domain of psychiatric research which has focused on the behavioral aspects of the eye scanning path rather than to pathophysiological origin and scanning EM control (Toh et al. 2011).

The structures and mechanisms involved in scanning EM are still poorly understood. At the subcortical level, an involvement of the basal ganglia during scanning EM was suggested by early research using regional cerebral blood flow in healthy controls and schizophrenic patients (Tsunoda et al. 1992). However, subcortical neuronal activity during scanning EM is still unknown and has never been studied in animals or in humans before. The only evidence of human EM-related neurons was obtained from the subthalamic nucleus during saccade tasks and smooth pursuit movements in patients with Parkinson’s disease (Fawcett et al. 2004).

In our study, we systematically searched for basal ganglia neurons participating in scanning EM. We took advantage of intraoperative microelectrode recordings of single neuronal activity routinely used to identify the basal ganglia based on specific electrophysiological pattern (Hutchison et al. 1998b). We have focused on the subthalamic nucleus (STN), substantia nigra pars reticulata (SNr) and globus pallidus (GP) – i.e. nuclei in which EM-related activity was previously reported (Shin et al. 2010) and which are easily accessible during the implantation procedure for deep brain stimulation in Parkinson’s disease (PD).

Besides EM-related neurons firing selectively when a specific position, velocity or acceleration of the eyeballs is reached, we expected to find less specialized neurons with activity depending on two or more kinematic features simultaneously (Selemon et al. 1990). On the other hand, there is a segregation hypothesis which expects different neuronal populations to selectively respond to specific kinematic parameters or to fire only during a specific kind of the EM. Therefore, in a subgroup of patients, we additionally studied the basal ganglia neurons during externally triggered EM using a visually guided
saccade task. To further elucidate the function of neurons related to EM, we explored
temporal relations of EM kinematic parameters with respect to their preceding and fol-
lowing activity, which may suggest their involvement in execution or control processes.

4.1.2 Methods

Patients

Nineteen PD patients were enrolled consecutively from 2008 to 2011 (15 men, 4 women;
mean age: 54.5, SD 9.8, range 28–69 years; mean PD duration: 13.8, SD 6.1, range 3–30
years; Hoehn-Yahr stage 2-4; mean motor score of the Unified Parkinsons Disease Rating
scale – UPDRS III in OFF condition: mean 36.5, SD 13.6, range 10–65). All of them
were suffering from motor fluctuations and/or disabling dyskinesias and were indicated for
treatment with deep brain stimulation due to motor fluctuations and dyskinesias. Four
days before surgery, dopamine agonists were substituted by equivalent doses of levodopa.
Other anti-PD medication (amantadine, anticholinergics) was suspended earlier for the
surgery preparation. Levodopa was withdrawn at least 12 hours before the surgery.

Surgery and intraoperative microrecording

Implantation of the deep brain stimulation system was performed according to the previ-
ously mentioned procedure (see Section 2.4.1). The central trajectory was intentionally
focused on the STN center near the anterior part of the red nucleus (15 patients) or to the
posteroventrolateral portion of the GP interna (4 patients). The extracellular neuronal
activity was mapped by conventional microelectrode recordings (MER) using parallel in-
sertion of five tungsten microelectrodes in a ”Ben-gun” configuration (see Section 2.4.3).
Up to six recording positions in the STN, SNr or GP were used for the EM tasks in each
patient. The number of positions depended on the time course of the surgery, patients’
clinical conditions and compliance.

Eye movement recording

Eye movements during scanning and visually guided EM tasks were recorded using elec-
trooculography (EOG), a technique measuring the position of the eye in terms of the
electric potential induced by the eye dipole. Technical constraints during surgery (lim-
ited space around the stereotactic frame and a limited number of recording channels) did
not allow for more elaborate recordings than the use of one single-channel EOG. The
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Signal was band-pass filtered in the range of 0.1–20 Hz and recorded using the Lead-point recording system simultaneously with MER acquisition through a pair of surface electrodes attached near the outer canthus and the lower lid of the left eye. This setup enabled the orthogonal projection of the eye position on the axis connecting the two EOG electrodes. All eye movements except those which were orthogonal to the axis could be recorded with this technique.

4.1.3 Tasks

The EM tasks were presented on a 17”-computer screen placed approximately 55 cm in front of the eyes of patients lying in supine position.

The scanning EM task  The goal of this task was to induce self-initiated free-direction scanning EM. The task consisted of a presentation of a series of photographs selected from the International Affective Picture System (IAPS, Figure 4.1A) (Lang et al. 1999), depicting objects, persons, animals and landscapes. To avoid showing the same picture more than once, six unique variants of the test, each containing 24 pictures, were prepared. Each picture was presented for a period of 2 s and was preceded by a black screen for various durations (3500–5500 ms) with a white cross in the center. Patients were asked to fix their eyes on the cross on the black screen and then to simply watch the pictures presented. The MER and EOG signals were acquired in 2 s epoch intervals recorded both during the picture presentation and the black screen. The task lasted approximately for 2.5 minutes.

The visually guided saccade task  The goal of the task was to induce externally generated horizontal saccades (Figure 4.1B). Initially, a black screen with a central white cross was shown for a pseudorandom period of 2, 2.25, or 2.5 seconds. Subsequently, a peripheral target, a small white square, was presented for 1 s, 17 degrees laterally from the central fixation cross, pseudorandomly to the left (5 trials) or right (5 trials). Patients were instructed to initially fixate on the central cross and then to track the lateral target as fast as possible. The MER and EOG signals of 2 s durations were recorded during all 10 trials. The task lasted for 32.5 seconds.
4.1. BASAL GANGLIA ACTIVITY DURING SCANNING EYE MOVEMENTS

Figure 4.1: EM tasks employed in the study.

**A - The scanning EM task.** After the presentation of the black screen with a central cross, a photograph chosen from the International Affective Picture System was presented for 2 s. Patients were asked to initially fix their eyes on the cross (left picture) and then simply watch the photograph (right picture). In total, 24 pictures were consecutively used during the task. The blue line highlights a possible eye scanpath.

**B - The visually guided saccade task** consisted of a presentation of 10 pairs of indifferent central (left picture) and lateral GO (right picture) targets positioned pseudorandomly on the left/right side of the screen. Patients were instructed to initially fixate the central cross and then track to the lateral targets as fast as possible.
4.1.4 Data analysis

Microelectrode recordings  WaveClus (Quiroga et al. 2004), an unsupervised spike detection and sorting tool, which performed reasonably well on the single channel MER (Wild et al. 2012b), was used to extract the series of action potentials of individual neurons from MER signals (Figure 4.2). Instantaneous firing rate (IFR) of each neuron was estimated by convolving the series of action potentials with the causal kernel function:

\[ f(t) = \alpha^2 \cdot t \cdot \exp(-\alpha \cdot t), \]  

(4.1)
defined for positive time \( t \), where \( \frac{1}{\alpha} \) was empirically set to 20 ms.

Each neuron was then mapped relative to the border of the STN, GPi and SNr identified by intraoperative MER. One-dimensional positions along the dorso-ventral microelectrode trajectory were determined using this technique.

Figure 4.2: MER and EOG signal acquisition and processing. Action potentials of individual neurons were identified using the WaveClus algorithm in the MER signal. The instantaneous firing rate (IFR) was then estimated by convolving a series of extracted action potentials generated by a single neuron with a causal kernel function. Finally, the IFR was correlated with the eye movement kinematic parameters derived from the EOG.
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**EM recordings**  EOG signals were rated manually and those contaminated with technical or major blinking artifacts, usually represented by large amplitude changes oversaturating the recording channel, were excluded from further analyses. As we presumed that neuronal activity could be related not only to the position of the eye, but also to its motion and the dynamics of the motion (Fawcett et al. 2004) we characterized EM by: i) the eye position (POS), defined by the EOG signal itself, ii) the eye velocity (VELOC), defined as the derivative of POS, and iii) the acceleration of the eye (ACCEL), defined as the derivative of VELOC. The derivative of the signal was defined in terms of the differences between successive samples in a low-pass filtered signal computed using a sliding rectangular window with the cutoff frequency of 12.5 Hz. The maximum and typical amplitude of the EM was extracted in each recording position in each task for each patient. While the maximum amplitude was defined as the extreme value in VELOC, the typical amplitude was defined as the median peak exceeding ±1 SD of the VELOC.

To identify neurons whose activity was associated with EM, the relationships between IFR and POS, IFR and VELOC, and IFR and ACCEL were assessed. A neuron was considered connected to EM if its IFR was related to at least one of POS, VELOC, and ACCEL at the Bonferroni-corrected significance level of $p < 0.05$. The relationships between IFR and the EM characteristics were analyzed using cross-correlation, which could reveal not only the link between concurrent IFR and EM, but also the link of IFR to preceding and following EM (Figure 4.3). The maximal crosscorrelation lag considered was ±500 ms with steps of 2.5 ms.

Biased estimates of correlation coefficients were computed to diminish uncertainty in estimates of correlation coefficients over longer lags. The cross-correlation coefficient between two signals was defined as the extreme correlation coefficient between the signals over all the lags considered. The lag in which the extreme cross-correlation was reached was called the optimal EM-to-IFR cross-correlation lag. The statistical significance of the cross-correlation coefficient between two signals was assessed with Monte-Carlo simulations (Simpson et al. 2001) using original and surrogate signals generated by randomly changing the phases of the spectral representation of the original signal.

The binomial test, Pearson’s correlation coefficient test, Fisher exact test, two-sample proportion test, likelihood ratio test comparing Poisson regression models of dependence and independence in a 2-by-2-by-2 contingency table and paired t-test were used for statistical analysis. Data processing and analyses were performed in MATLAB (R2007b, The MathWorks, Natick, MA) and "R" software (R Core Team 2015).
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Figure 4.3: Time lag of neuronal activity with respect to EOG. A, B, C - Explanation of the cross-correlation procedure in three examples. Action potentials of three hypothetical neurons along with corresponding IFR were correlated with the theoretical EOG signal. Figure A – the IFR correlates with the past EOG signal suggesting a sensory function of the neuron. Figure B – the IFR correlates with the concurrent EOG signal suggesting an executive function of the neuron. Figure C – the IFR correlates with the future EOG signal suggesting a preparatory function of the neuron.

4.1.5 Results

We acquired 137 pairs of MER and EOG signals from 91 recording positions: 97 MERs were assigned to the STN, 21 to the GP and 19 to the SNr according to their firing pattern. In total, 183 neurons were detected using the spike sorting procedure, out of which 130 were located in the STN, 23 in the GP and 30 in the SNr (Table 4.1).

Neuronal activity related to scanning eye movements

Thirty seven (20%) out of 183 neurons identified in the basal ganglia during the scanning EM task were related to at least one of the EM kinematic parameters (POS, VELOC, ACCEL) (Table 3). Their proportion was higher than the expected false positive rate in each of the analyzed nuclei (binomial test, \( p < 0.001 \)): 26/130 neurons (20%) in the STN, 5/23 neurons (22%) in the GP and 6/30 neurons (20%) in the SNr. In the STN, the ratio of the EM-related neurons was higher in the ventral part (0 to 1 mm from the ventral STN border) compared to the rest of the nucleus (proportion test, \( \chi^2 = 2.722, df = 1, p < 0.05 \)).

The firing rate of the neurons relating to eye position (POS) significantly correlated with fluctuations of the EOG (Pearson’s \( r = 0.89 \) (STN), 0.91 (GP), 0.86 (SNr); \( df = 18, p < 0.001 \)) (Figure 4.4). A relatively large number of neurons were related to more than
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Table 4.1: Eye movement-related neurons detected in the scanning eye movement task and/or visual guided saccade tasks.

<table>
<thead>
<tr>
<th></th>
<th>STN</th>
<th>GP</th>
<th>SNR</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>MER count</td>
<td>97</td>
<td>21</td>
<td>19</td>
<td>137</td>
</tr>
<tr>
<td>neuron count (SEM task)</td>
<td>130</td>
<td>23</td>
<td>30</td>
<td>183</td>
</tr>
<tr>
<td>neuron count (SEM &amp; VGS task)</td>
<td>46</td>
<td>2</td>
<td>5</td>
<td>53</td>
</tr>
</tbody>
</table>

MER count – number of microelectrode recordings obtained in each nucleus; SEM – scanning eye movement task; VGS – visually guided saccade task; neuron count – number of neurons identified in each nucleus during the SEM task (patients 1-19) and during both the SEM and VGS tasks (patients 16-19); STN – substantia nigra pars reticulata; GP – globus pallidus; SNr – subthalamic nucleus.

Table 4.2: Number of neurons related to eye movements in the scanning eye movement task.

<table>
<thead>
<tr>
<th></th>
<th>STN</th>
<th>GP</th>
<th>SNR</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>EM-related neurons†</td>
<td>26 (20%)***</td>
<td>5 (22%)***</td>
<td>6 (20%)***</td>
<td>37 (20%)***</td>
</tr>
<tr>
<td>POS</td>
<td>15 (12%)**</td>
<td>6 (26%)***</td>
<td>5 (17%)*</td>
<td>26 (14%)***</td>
</tr>
<tr>
<td>VELOC</td>
<td>21 (16%)***</td>
<td>7 (30%)***</td>
<td>7 (23%)***</td>
<td>35 (19%)***</td>
</tr>
<tr>
<td>ACCEL</td>
<td>19 (15%)***</td>
<td>3 (13%)</td>
<td>5 (17%)*</td>
<td>27 (15%)***</td>
</tr>
<tr>
<td>POS, VELOC</td>
<td>10 (8%)*</td>
<td>4 (17%)*</td>
<td>5 (17%)*</td>
<td>19 (10%)**</td>
</tr>
<tr>
<td>POS, ACCEL</td>
<td>7 (5%*)</td>
<td>3 (13%)</td>
<td>3 (10%)</td>
<td>13 (7%)</td>
</tr>
<tr>
<td>VELOC, ACCEL</td>
<td>10 (8%)*</td>
<td>3 (13%)</td>
<td>4 (13%)</td>
<td>17 (9%)*</td>
</tr>
<tr>
<td>POS, VELOC, ACCEL</td>
<td>7 (5%*)</td>
<td>3 (13%)</td>
<td>3 (10%)</td>
<td>13 (7%)</td>
</tr>
</tbody>
</table>

EM-related neurons – the number of eye movement-related neurons associated with at least one kinematic parameter (†Bonferroni-corrected number of neurons for three kinematic parameters). Neurons functionally associated with one or more kinematic parameters (POS – eye position; VELOC – eye velocity; ACCEL – eye acceleration) are reported for each nucleus separately (STN, GP, SNr). Number of neurons significantly greater than expected 5% false positivity rate is denoted: *(p < 0.05), **(p < 0.01) ***(p < 0.001).
one kinematic parameter (likelihood ratio test, $D = 42.2$ (STN), 19.8 (GP), 28.0 (SNr); $df = 3, p < 0.001$).

As follows from cross-correlation analysis, the firing rate of the neurons was related either to concurrent, previous, or future EM (Figure 4.3). However, none of the nuclei predominantly contained any kind of the time-related neurons.

**Neuronal activity related to visually guided saccades**

There were 10/46 neurons (22%) whose activity was related to visually guided saccades in the STN, 1/2 of the neurons were in the GP and 2/5 were in the SNr. A description of neurons related to all EM kinematic parameters (POS, VELOC, ACCEL) is shown in Table 4.3.

**Table 4.3: Eye movement-related neurons detected in the scanning eye movement task and/or visual guided saccade tasks.**

<table>
<thead>
<tr>
<th></th>
<th>STN (46 neurons)</th>
<th>GP (2 neurons)</th>
<th>SNr (5 neurons)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>SEM</td>
<td>VGS</td>
<td>Both</td>
</tr>
<tr>
<td>EM-related neurons†</td>
<td>10</td>
<td>10</td>
<td>2</td>
</tr>
<tr>
<td>POS</td>
<td>4</td>
<td>9</td>
<td>0</td>
</tr>
<tr>
<td>VELOC</td>
<td>9</td>
<td>4</td>
<td>1</td>
</tr>
<tr>
<td>ACCEL</td>
<td>8</td>
<td>11</td>
<td>3</td>
</tr>
<tr>
<td>POS, VELOC</td>
<td>3</td>
<td>4</td>
<td>0</td>
</tr>
<tr>
<td>POS, ACCEL</td>
<td>2</td>
<td>4</td>
<td>0</td>
</tr>
<tr>
<td>VELOC, ACCEL</td>
<td>4</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>POS, VELOC, ACCEL</td>
<td>2</td>
<td>2</td>
<td>0</td>
</tr>
</tbody>
</table>

EM-related neurons – the number of eye movement-related neurons associated with at least one kinematic parameter (†Bonferroni-corrected number of neurons for three kinematic parameters) identified from patients 16-19 which performed both the scanning eye movement task (SEM) and visual guided saccade task (VGS) in the STN, GP and SNr. Neurons functionally associated with one or more kinematic parameters (POS, VELOC, ACCEL) are reported for each nucleus separately.

**Eye movements in the scanning and saccadic tasks**

As both the scanning EM and visually guided saccades tasks were executed by only four patients, 19 relevant recording positions were analyzed. Neurons related to scanning
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Figure 4.4: Neuronal activity during the scanning movement task. Example of neuron related (A, B) and unrelated (C, D) to eye movements based on correlation analysis of the IFR and POS derived from the EOG. All eye movement-related neuronal populations in the STN, GP and SNr are plotted in figures E, F, and G. Figures A, C show the IFR (blue) and EOG (red) pairs recorded during epochs of the task involving both the black screen and pictures presentations. Figures B, D, E, F, G show the dependency of the normalized POS derived from the EOG on the normalized, sorted and binned amplitude of the IFR. While the IFR from a single neuron was used on figures B and D; the IFR from all eye sensitive neurons were used on figures E, F, and G for each nucleus separately. The amplitudes of the POS signals which correlated negatively with the IFR signal were reversed. The number of signal samples in each bin is expressed by different shades of grey in the diamond glyphs.
EM were usually not activated in the visually guided saccades task and vice versa. Out of 46 STN neurons found in these patients, ten neurons related to scanning EM, ten neurons related to visually guided saccades and only two were activated during both tasks. These neuronal populations seemed to be independent in each of the two tasks as no evidence against the null hypothesis of independence was found (Fisher exact test, \( p = 1.0 \)) although the test had enough power to reject the null hypothesis had the number of co-activated neurons been higher. In the GP and SNr, an insufficient number of neurons were detected for proper assessment of independence in neuronal activity between the two tasks. However, no GP or SNr neurons were co-activated during both tasks. Descriptive analyses of the EM amplitude revealed that the maximal amplitude of the scanning EM and visually guided saccades were nearly identical. As requested by the visually guided task, patients executed large saccades, while small EM predominated in the scanning task where large EM occurred only rarely. The amplitude of the typical EM made during the visually guided saccades task was greater than during the scanning task (\( t = 5.7, df = 18, p < 0.001 \)). On average, the median saccade amplitude was 2.6 times larger in the visually guided task than in the scanning EM task.

### 4.1.6 Discussion

We showed that nuclei of the basal ganglia (namely, STN, GP and SNr) contain neurons whose firing rates correlated with eye movements during the scanning EM task. The proportion of EM-related neurons was relatively high reaching 20-22% in each of those nuclei (Table 4.2). Despite technical limitations due to the single-channel EOG recording we found relationships between different kinematic parameters of the EM and the firing rate in many neurons (Table 4.2, Figure 4.4). These findings point to the role of the basal ganglia in the static and dynamic representation of the EM, a role of importance for the maintenance of accuracy in goal-directed movements.

**Eye movement activity in basal ganglia**

Our single unit records from the STN showed that the proportion of EM-related neurons was higher in its ventral part. A 20% share of oculomotor neurons in the ventral part of the STN has already been noted in monkeys (Matsumura et al. 1991) and in humans (Fawcett et al. 2004). However, those were solely neurons involved in saccadic EM. As suggested by our results, the SNr and GP are probably as equally important for control
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of voluntary scanning EM as the STN. We consider this as one of the major outcomes of our study because in both of these nuclei, the oculomotor activity had previously been noted during EM only in animals (Basso et al. 2005).

Segregation and convergence in eye movement control

Scanning EM are an important tool in the exploration of complex visual stimuli (Toh et al. 2011; Noton et al. 1971). Their trajectory is made up of a sequence of variably large saccades and fixations with the visual field maintained for tens to hundreds of milliseconds. As a result, a certain detail is steadily projected on the fovea. This is followed by a saccade, a rapid voluntary movement, by means of which the fovea moves on to a new point of interest while information from the other parts of the retina is being concurrently assessed in search of another point of fixation. This distributed parallel processing has been recently confirmed by the sequential scanning task (Trukenbrod et al. 2012). As expected, in four patients where both tasks were used, the median amplitude of scanning EM was smaller than that of the saccades in the visually guided task. At the same time, the amplitudes of largest EM executed in both tasks were similar. This is in agreement with previous studies (Wartburg et al. 2007).

From what structures and in which way the scanning movements are controlled is still poorly understood. Since they are under voluntary control, they can be seen as a model with internally generated movements – unlike reflexive saccades which are initiated by external stimuli. Internally and externally triggered movements are generally subject to different control and executive mechanisms (Jahanshahi et al. 1995; Wiese et al. 2004). Hence, we assumed that both oculomotor systems are functionally segregated even at basal ganglia level. This hypothesis proved to be correct because in a subgroup of patients engaged in tasks which involved scanning as well as visually guided saccades, we observed that different EM-related neurons were involved in each of the tasks (Table 4.3). The principle of functional segregation in the control of voluntary and automatic EM had already been previously implied in connection with the interpretation of deep brain stimulation effects (Fawcett et al. 2009). Our results go even further in terms of this specialization hierarchy. Apart from the segregation of populations of EM neurons for scanning movements and visually guided saccades, we identified a higher degree of segregation in all three nuclei neurons. In fact, some neurons responded exclusively to a specific kinematic parameter of the EM associated with an increasing or decreasing firing rate depending on whether or not the eye had reached a particular position, velocity or
acceleration of movement (Figure 4.3).

Some of our results conform to the opposite principle – functional overlap of neurons. A small percentage of the STN neurons showed the same neuronal activity in both types of tasks (Table 4.3). The convergence theory is supported by our observation of 5–8% of STN neurons, whose activity correlated with several kinematic parameters simultaneously (Table 4.2, 4.3) suggesting the presence of universal oculomotor neurons. This is in agreement with previous findings of STN neurons which become activated by switching from automatic to voluntary controlled EM (Isoda et al. 2008). The functional convergence is further supported by the STN deep brain stimulation joint effect on the oculomotor and motor system of the neck and trunk in Parkinson’s disease, marked by simultaneously improved orienting eye-head movements (Sauleau et al. 2008).

**Time relation between EOG and neuronal activity**

In our study, the eye-movement neurons in the STN, SNr or GP were not firing solely in a particular phase of the scanning EM task. In all three nuclei, these neurons became active 200–400 ms before EM, in its course and also 200–400 ms after its onset. While STN neuronal activity expressed in saccaderelated potentials already began 0.8–1.8 s before the saccade, suggesting the involvement of nonspecific readiness non-motor mechanisms (Fawcett et al. 2007), single unit neuronal STN and SNr activity culminated within 250 ms after the saccade onset suggesting monitoring or sensory function. Our results are more in agreement with observations of the STN showing modified neuronal activity before, during and after the saccade (Matsumura et al. 1991). This means that scanning EM-related neurons of the STN could be involved in all the preparatory, executive and monitoring phases of EM. This cannot be concluded for GP and SNr due to a relatively low amount of data.

**Limitations**

As there were several limitations we should interpret our results with caution. The main problem arose from the impossibility of using infra-red oculography or two-channel EOG during surgery. While their use would definitely have improved the accuracy of the kinematic parameters during EM, they would also have interfered with the established implantation procedure. The use of singlechannel EOG, which failed to capture the full extent of free-direction EM and yielded no more than EM projection into a onedimensional space, is clearly a limitation which to some extent compromised the sensitivity
of our study. Another limitation is connected with the assessment of neuronal activity during the oculomotor tasks based on just correlation analysis. Neuronal firing does not have to relate to EM activity alone but it may also reflect visual perception, planning, visuo-spatial attention or other cognitive processing which coincide with oculomotor activity. In addition, our results could be affected by the fact that our data was obtained from patients with Parkinson’s disease in whom abnormal saccadic EM were repeatedly reported (Pinkhardt et al. 2012; Antoniades et al. 2012). Whether any abnormalities exist in Parkinson’s disease during scanning EM also is not clearly known since, with the exception of one study which showed a deficit in trans-saccadic working memory (Hodgson 2002), no-one has systematically focused on scanpath or other parameters of complex exploratory EM in these patients.

4.1.7 Conclusions

Employing spike sorting methods in our study was vital for showing that the STN, SNr and GP contain neuronal populations related to scanning EM. Their representation reached about 20% in each of the three nuclei. Basal ganglia are thus not limited to previously described saccade control and perhaps play a more general role in EM circuitry. Oculomotor systems responsible for the execution and monitoring of scanning EM and visually guided saccades are mostly segregated as suggested by neurons involved exclusively in one of two EM tasks or by neurons selectively co-activated in association with a specific kinematic parameter. However, some functional overlap of the two oculomotor systems does exist, albeit confined to small groups of neurons conforming to the complementary convergence principle. Further studies combining clinical and electrophysiological approaches are needed to clarify the role of the basal ganglia in automatic and voluntary oculomotor behavior. We should emphasize that the large representation of basal ganglia neurons showing activity during all phases of the EM is also an argument for taking them into account when designing new tasks using single unit micropreparation. Many visual, ocular or motor experiments are potentially oculomotor in their nature which may compromise results if the EM-related neuronal activity was not considered.
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4.2 Distinct Populations of Neurons Respond to Emotional Valence and Arousal in the Human Subthalamic Nucleus

This section describes the way of searching for basal ganglia neurons whose activity was related to emotional valence and arousal. Spike sorting was vital to this work as it allowed us an analysis of firing pattern of individual neurons necessary for confirming our hypothesis.

Note: The content of this section has been published by Sieger et al. (2015b). This work was a joint activity of a few authors, including the author of this thesis. However, the dominant contributor was Tomáš Sieger. We briefly sketch the work here for completeness. Details can be found in the original article.

4.2.1 Introduction

Once the subthalamic nucleus was considered as an important regulator of motor function (Okun 2012; Alexander et al. 1991). However, the occurrence of postoperative neuropsychiatric complications has expanded interest in the non-motor function of the STN (Voon et al. 2006; Castrioto et al. 2014). Animal and human studies have already demonstrated the additional functional role of the STN in emotional and motivational processes (Schneider et al. 2003). In addition, recent fMRI studies found STN activation in response to emotional stimuli in healthy subjects (Karama et al. 2011; Fruhholz et al. 2012). Therefore we hypothesized that emotional activity related neurons should exist in the STN. However, participation of this nucleus in processing emotion has not been investigated directly at the single-neuron level in humans before.

Single-neuron activity related to a priori defined emotional categories (e.g. positive vs. negative) has already been detected in humans in a few brain regions such as in the hippocampus, amygdala and in the prefrontal and subcallosal cortex (Kawasaki et al. 2005; Laxton et al. 2013; Wang et al. 2014).

It has been proposed that emotional behavior is organized along two psycho-physiological dimensions: emotional valence, varying from negative to positive, and arousal, varying from low to high (Russell 2003). The individual assessment of these dimensions is well correlated with somatic and autonomic measures of emotions (Lang et al. 1998). Contrary to a priori categories they can better reflect emotional characteristics of the stimulus
in an individual context and they take into account inter-individual differences based on specific behavioral determinants, such as affective disposition and personality traits (Hamann 2004).

We aimed to detect single-neuron firing pattern changes in the STN that were related to emotional arousal and valence from the individual ratings of emotionally charged and neutral pictures presented to PD patients undergoing DBS electrode implantation. It has been shown that different features of tasks are linked to neuronal activity in different frequency bands. While beta band oscillations (13-30Hz) restricted to the dorsolateral (sensorimotor) part of the STN are linked mainly to motor functions and their alteration in PD Degos et al. (2008) and Jenkinson et al. (2011), the gamma band oscillations (30-100Hz) have perhaps more general meaning. Besides motor functions, they are modulated by picture perception and early emotional arousal (Huebl et al. 2014). As we were interested in affective content of visual processing, we focused on the alpha oscillations (8-12Hz) because they repeatedly showed emotion-related behavior in local field potentials (LFP) recordings (Kuhn et al. 2005; Brucke et al. 2007; Huebl et al. 2011). We used the power spectra bands, which are well known in description of continuous LFP and EEG signal that we adopted for analysis of the discrete single-neuron signal from the STN during the task with affective pictures presentation.

In our study, we compared the individual alpha firing activity of single-neurons with specific affective experience expressed in subjective ratings of the emotional valence and arousal of each presented picture and we mapped these neurons into the STN model (Morel 2007). A neuron was classified as affective, if its history-adjusted (and category-adjusted) activity in the alpha band correlated with these ratings.

Studies on spatiotemporal dynamics of emotions (affective picture or facial emotion processing) have observed early and late changes that have been attributed to different stages of emotional processing (Bradley et al. 2006). Therefore for the analysis we split arbitrarily the picture observation period lasting 2s in two time-windows. Within the early one (0-500 ms) which may contain early emotional image confounded more by perceptual and attentional processes (Guillory et al. 2014) we searched for activity related to the affective picture presentation with contrast to the black screen periods preceding each picture. For emotional activity we searched in the late window, starting 500 ms after the visual stimulus onset, because it can be better related to emotional processing after the conceptual knowledge of the presented emotion (represented here in individual ratings of the emotional valence and arousal) is built (Adolphs 2002).
4.2.2 Methods

Subjects

Thirteen PD patients (11 men, 2 women; mean (SD) age 55.5 (8.7), range 42-69 years; mean PD duration 14.2 (5.6), range 9-30; mean motor score of the Unified Parkinson’s Disease Rating Scale (UPDRS-III) in off-medication condition was 38.7 (11.4) range 18-65) undergoing bilateral electrode implantation for the STN DBS due to motor fluctuations and/or disabling dyskinesias were enrolled. Additionally, we included another four patients undergoing bilateral electrode implantation for the globus pallidus interna DBS due to PD to study the neuronal activity outside of the STN.

Affective task

Emotionally charged pictures of three categories were selected from the International Affective Picture System (IAPS) (Lang et al. 1999). The pleasant category involved pictures with erotic themes (people, romantic couples) and adventure (exotic landscapes, animals, sports), the unpleasant category involved pictures of victims (mutilations) and threats (human or animal attacks, aimed guns) and the neutral category comprised of pictures of household objects, buildings, plants, neutral faces and scenes. Out of 144 unique pictures six different variants of the task containing 24 pictures were compiled involving 8 pictures from each category. Pleasant and unpleasant pictures were selected in a way so they represented emotional stimuli scaled from weak to strong according to normative emotional valence and arousal. Additionally, the pictures were pseudo-randomly organized so that no more than two pictures from one category followed. Each picture was presented for 2 s and preceded by a black screen with a white cross in the center for various durations (3500-5500 ms). Patients were instructed to fix their eyes on the cross on the black screen and to simply watch the pictures presented and stay motionless until the end of the task.

Surgery and intraoperative microrecording

DBS electrodes (model 3389, Medtronic, Minneapolis, MN) were implanted bilaterally under local anesthesia as described in Section 2.4.

The central trajectory of the exploratory microelectrode was aimed at the STN center near the anterior part of the red nucleus. The extracellular single-neuron activity was mapped by the MER as described in Section 2.4.3. For analyses of eye movement-related
neuronal activity a single-channel electrooculography was recorded (Sieger et al. 2013b). In up to six regions with easily classifiable neuronal pattern specific for STN, the neuronal activity was recorded during the affective task presentation with a unique variant of affective pictures in each position. The number of positions depended on the time course of the surgery and patient’s decision, clinical condition and compliance. Patients were observed during the affective task and if there appeared to be any distracting discomfort or sleepiness during surgery the experimental part was shortened or not performed. The affective task was presented on a 17”-computer screen placed approximately 55 cm in front of patient’s eyes who were lying motionless in the supine position as is customary for this surgical procedure. The MER signals were acquired in 2 s epoch intervals recorded both during the picture presentation (PIC epoch) and the black screen (FIX epoch), producing a sequence of 48 MER epochs (FIX1, PIC1, ..., FIX24, PIC24) for a total duration of 96s.

Data analysis

WaveClus (Quiroga et al. 2004), an unsupervised spike detection and sorting tool, which performed reasonably well on the single-channel MER (see Chapter 3), was used to extract the series of action potentials of single-neurons from MER signals. Neurons related to eye movements were excluded from further analysis (see Section 4.1). For other neurons, the alpha band activity expressing the magnitude of 8-12Hz periodic increases and decreases in the intensity of neuronal firing was computed as described below. The number of action potentials in 5 ms segments was calculated and concatenated to form a discrete signal representing the instantaneous intensity of firing. The signal was standardized to zero mean and the fast Fourier transform was carried out applying the Hann window of length 100 with 75% overlap. The alpha band (8-12 Hz) spectral component of the signal was then extracted and the alpha band activity was defined as the mean power of the alpha band spectral component, subjected to the square root transform to stabilize variance.

To detect neurons with emotion-related activity, linear models of the alpha band activity obtained during PIC epochs in the 500-2000 ms interval after the picture onset were built. To find valence-related neurons, a model of the alpha band activity during PIC epochs was built for each neuron in terms of the valence ratings. To find arousal-related neurons, another model of the alpha band activity during PIC epochs was created in terms of the arousal ratings including additional covariates to adjust for each apriori
IAPS picture category (neutral, positive, negative). As strong serial correlation was observed in the alpha band (see supplementary material), each model also included two covariates representing the alpha band activity in the last FIX and PIC epoch preceding the analyzed PIC epoch. A neuron was considered to be related to valence (arousal), if the valence (arousal) covariate in the respective model was significant.

To detect neurons sensitive to visual stimuli, differences in the alpha band activity between the FIX epoch and the 0-500 ms interval of the following PIC epoch were analyzed using the paired t-test.

Data processing and analyses were performed in MATLAB (R2007b, The MathWorks, Natick, MA) and R statistical software (84).

4.2.3 Results

We recorded single-neuron activity in the STN from 14 PD patients intraoperatively performing an affective task consisting of a presentation with pleasant, unpleasant and neutral pictures displayed for 2000ms preceded by a black screen with a white fixating cross presented for 3500-5500 ms. We acquired 97 microelectrode recordings obtained from 47 sites in the STN where 125 neurons were totally detected. The activity of 35 neurons was related to eye movements and were excluded from further analysis. The remaining 90 neurons (69 in the left hemisphere) were searched for early perceptual and emotional characteristics. Normative and postoperatively recorded individual valence and arousal ratings for each picture category are presented in Table 4.4.

The alpha band activity of 15 (17%) out of 90 neurons during late period of picture presentation (500-2000 ms post-stimulus-onset) epochs was related to the emotional content of the presented pictures expressed in individual valence or arousal ratings ($p < 0.05$, uncorrected): the activity of 6 (7%) neurons correlated with the valence ratings (4 neurons negatively, 2 neurons positively – Figure 4.5); the activity of other 9 (10%) neurons correlated with the arousal ratings (7 neurons positively, 2 neurons negatively – Figure 4.6). The number of these 15 emotion-related neurons was greater than expected by chance - (test in binomial distribution with false positive rate of 0.1, $P < 0.05$). Figure S1 shows an explanation on how the alpha band activity was derived in one selected neuron associated with the arousal rating.

In addition, 13 (14%) neurons significantly changed the alpha band activity between the black screen (duration 2000 ms) and the early picture presentation (window 0-500 ms post-stimulus-onset) ($p < 0.05$). Only 1 neuron demonstrated an alpha band activity change...
Figure 4.5: The relationship of the single-neuron alpha band activity during emotional picture presentation (in the interval of 500-2000 ms after picture onset) on the individual valence ratings of the presented pictures in 6 neurons of the subthalamic nucleus in patients with Parkinson’s disease, for which the relationship was significant (as identified by linear models, see Section 4.2.2). The horizontal axis shows the individual ratings of the pictures’ valence varying from 1 (negative) to 9 (positive). The vertical axis shows the alpha band neuronal activity adjusted for the past activity. For visualization purposes, correlation coefficients and their significances were included.
Figure 4.6: The relationship of the single-neuron alpha band activity during emotional picture presentation (in the interval of 500-2000 ms after picture onset) on the individual arousal ratings of the presented pictures in 9 neurons of the subthalamic nucleus in patients with Parkinson’s disease, for which the dependency was significant (as identified by linear models, see Section 4.2.2). The horizontal axis shows the individual ratings of the pictures’ arousal varying from 1 (low) to 9 (high). The vertical axis shows the alpha band neuronal activity adjusted for the past activity and picture categories. For visualization purposes, correlation coefficients and their significances were included.
4.2. POPULATIONS OF NEURONS RESPOND TO EMOTIONAL VALENCE

Table 4.4: Patients’ and normative ratings of emotional stimuli used.

<table>
<thead>
<tr>
<th>Category</th>
<th>Patients’ rating</th>
<th>Normative rating</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean (SD)</td>
<td>Mean (SD)</td>
</tr>
<tr>
<td></td>
<td>valence</td>
<td>intensity</td>
</tr>
<tr>
<td></td>
<td>Mean (SD)</td>
<td>Mean (SD)</td>
</tr>
<tr>
<td></td>
<td>valence</td>
<td>intensity</td>
</tr>
<tr>
<td>Negative</td>
<td>3.1 (1.6)</td>
<td>5.1 (2.6)</td>
</tr>
<tr>
<td>Neutral</td>
<td>5.2 (1.0)</td>
<td>2.6 (1.7)</td>
</tr>
<tr>
<td>Positive</td>
<td>6.0 (1.3)</td>
<td>4.0 (2.1)</td>
</tr>
</tbody>
</table>

Patients’ ratings represent subjective ratings assessed one month after bilateral insertion of the permanent electrode into subthalamic nucleus after overnight withdrawal of levodopa in DBS OFF condition. Normative ratings are those available from International Affective Picture System (IAPS) (Lang et al. 1999).

In both the early and late time windows.

In post-hoc analyses, we searched for emotion-related neuronal activity in other frequency bands. Four neurons were related to arousal in the beta band, but their number was insignificant (binomial test $P=0.98$). In the gamma band, seven neurons were found to be related to arousal. This number was not significant (binomial test $P = 0.81$). No overlaps of beta and gamma emotion-related neurons with alpha emotion-related neurons were observed.

To support specificity of emotion-related neurons located in the STN, we analyzed the activity of 32 other eye movement-unrelated neurons in other basal ganglia: 18 neurons from the substantia nigra pars reticulata and 14 neurons from the globus pallidus. None of these neurons were found to be related to individual valence or arousal ratings of the presented pictures.

4.2.4 Discussion

Using perioperative microrecordings from the subthalamic nucleus of patients with Parkinson’s disease, we analyzed changes in the firing pattern of single-neurons in relationship to visually presented emotional material and found a relatively large proportion of neurons with activity related to emotional and early perceptual processing. In addition, we showed how easy it is to transform the single-neuron action potentials to a pseudo-continuous...
signal to perform spectral analysis typical for conventional electroencephalography. Using this approach we documented the impact of a visual emotional task on single-neuron activity in the alpha band similar to those previously shown with local field potentials (Kuhn et al. 2005).

**Affective neurons in the STN**

Seventeen percent of the STN neurons whose activity in the alpha band was analyzed in our study responded to emotional stimuli. We found different neurons responding to changes in emotional valence or in arousal ratings. As for the character of changes in neuronal activity, both the increase or decrease were observed in either population of neurons suggesting a further level of specialization within each emotional dimension. There is a large body of evidence suggesting that behavioral responses to emotional valence and arousal are mediated by different brain circuits. The independence of valence and arousal have already been demonstrated for a variety of physiological reactions (Cacioppo et al. 1986; Vrana et al. 1988), or in affect-related cognitive processing (Kuhbandner et al. 2011). Functional imaging and animal studies have also showed their functional segregation as several brain regions have been associated with affective valence (the orbitofrontal cortex, the mesolimbic dopamine system) while the others were associated with affective arousal (the amygdala, the mesencephalic reticular activating system) (Faure et al. 2008). However there is also evidence that the two emotional dimensions are not fully independent (Bradley et al. 2006) and that some subcortical regions may code the overall emotional value of a stimulus (Winston 2005).

The neuronal activity in the STN that we observed during the late window (500-2000 ms) may reflect the formation of conceptual knowledge related to emotional valence and arousal as this is in line with the late neuronal response (625-1500 ms) related to different valence of stimuli described already in amygdala (Wang et al. 2014). We may speculate that the information represented in ratings of emotional valence and arousal in the late time window depends on processes that involve the orbitofrontal and ventromedial prefrontal cortex which provide significant input to the STN and plays a major role in stimulus subjective valuation, representation of hedonic pleasure and value-based decision making (Roy et al. 2012). Moreover, the previous passage of the emotional information from the ventral basal ganglia involving input from amygdala to the dorsal basal ganglia including the dorsal portion of the STN can also be a reason for late emotional activity (Humphries et al. 2010).
4.2. POPULATIONS OF NEURONS RESPOND TO EMOTIONAL VALENCE

As expected, we did not find a statistically sufficient number of neurons responding to the emotional valence and arousal in the beta and gamma frequency bands. This corresponds to negative results of previous LFP studies (Huebl et al. 2011) and further corroborate functional specialization of different frequencies within the STN. In addition, no neurons responding to emotional content were found in the globus pallidus interna and substantia nigra pars reticulata, suggesting that finding affective neurons was specific to the STN, and can be explained by its central position in the in the cortico-basal ganglia circuit (Peron et al. 2013) and its connections to both the cortical and the subcortical components of the reward and limbic circuits (Ghashghaei et al. 2007; Winter et al. 2007).

Perceptual neurons in the STN

Fourteen percent of the subthalamic neurons responded in the alpha band firing activity during the early-time window (0-500 ms) suggesting their connection with perceptual processing. Neuronal short-latency activity changes related to visual perception have already been found in animal STN (Matsumura et al. 1991) and confirmed in humans by distortion of visual evoked potentials due to STN DBS (Jech et al. 2006). However, the difference in neural activity between fixation and picture viewing periods is not necessary evidence of visual processing since it may also reflect other processes such as an engagement of selective attention, a shift from gaze fixation to scanning eye movements or other cognitive functions intervening between vision and action – memory involvement, target selection, saccade choice or content valuation (Shires et al. 2010). On the other hand, the neuronal activity in the early time-window could also be affected by early emotional and motivational activity. The STN is anatomically connected to subcortical centres that contain visually responsive neurons (superior colliculus, pulvinar, amygdala, substantia innominate, nucleus accumbens) involved in the visual encoding of emotional stimuli (Tamietto et al. 2010). As the visual, attentional and emotional systems are intensively interconnected, one might expect that some proportion of the affective neurons would also respond in the early time window. Nevertheless, here only a one of the neurons was activated during both early and late-time window. Therefore, we can speculate that distinct populations of neurons are involved at different stages of processing of the visual emotional material within the dorsolateral part of the STN.
Limitations

There are several factors that could affect our results and reduce the inferences that can be drawn with regards to physiology of emotional processing and the role of the STN in the limbic circuits. One limitation is that the study was conducted with PD patients, who are known to have a widespread central nervous system pathology (Braak et al. 2002) and experience problems in emotional processing (Peron et al. 2013). Therefore the number of neurons responding to emotional stimuli in the STN might be different than in healthy subjects. Their number is rather low but comparable to former relevant single-neuron studies on emotion in humans (15, 18). Another fact that might have contributed to the relatively low number of neurons is that our study was limited to the routine trajectory of intraoperative microrecording exploration targeting the lateral sensorimotor part the STN that has shown less reactivity to emotional stimuli than the ventromedial part (Eitan et al. 2013). Moreover, emotional pictures were selected according to normative ratings that were acquired in a healthy, younger population with a culturally different background. Finally, some our PD patients rated the stimuli less variable along the dimensions of emotional valence and arousal making the mathematical model less sensitive (Lang et al. 1999).

4.2.5 Conclusion

Early-perceptual and late-emotional single-neuron activity in the human STN corroborates its participation in non-motor circuits. The STN was previously shown to participate in different components of emotional processing such as emotion recognition and subjective feelings (Castrioto et al. 2014). We confirm the importance of the STN as a hub within the limbic circuitry involved in both emotional valence and arousal processing as in two functionally and spatially segregated systems. This together with finding several neurons involved separately in perceptual and emotional processing supports the complex role of the STN, previously only known using local field potentials recording. Usage of spike sorting methods was thus vital to uncover results extending our knowledge on the STN role in limbic circuits and contributing to understanding of affective disturbances seen in Parkinson’s disease patients treated with subthalamic stimulation.
4.3 Relation between UPDRS scores and statistical characteristics of microelectrode recordings from STN

4.3.1 Introduction

The UPDRS (see Section 2.3) is a standardized measure of patients’ abilities to perform basic motor skills, as well as the effect of the disease on activities of daily living and mental abilities. Although the UPDRS is standardized, it is still only a subjective measure depending on the experience and skills of the examiner.

An objective UPDRS analysis would be a valuable contribution as a decision support tool to help examiners. Additionally, it might reveal which parts of STN are responsible for which symptoms of PD and thus help creating a function map of STN and its surroundings. Another possible outcome is to aid examiners to quickly adapt the implanted DBS device parameters to its bearer, saving the patient’s and examiner’s time and suppressing majority of the PD symptoms shortly after the DBS surgery.

Several studies have already succeeded in finding relations between synchronization of basal ganglia neurons and motor disorders (Gatev et al. 2006; Hammond et al. 2007). Analysis of local field potentials (LFP) recorded from stimulation macroelectrode inserted into STN inferred that oscillatory synchronization in patients with PD tends to occur at frequencies of a beta band (13-35Hz) (Hammond et al. 2007). According to Kühn et al. (2008), beta synchronization of STN is significantly reduced during high-frequency DBS, resulting in major improvement in PD symptoms. Therefore the LFP beta activity in STN seems to be tightly related to the severity of motor PD symptoms (Little et al. 2012). As LFP originates locally in synchronized local neuronal activity in STN (Brown et al. 2005), we were interested in looking for a relation between oscillatory activity of STN neurons and PD symptoms (characterized by UPDRS scores).

However the processing of single-unit recordings conveys many challenges itself as it is not known whether all of the neurons in STN have influence on UPDRS score or only some of them – as discussed in Section 4.1 and 4.2 where activity of few neurons in STN actually related to eye scanning movements and emotions.
4.3.2 Methodology

We used microelectrode recordings from deep brain stimulation surgery of 53 Parkinson’s disease patients (21 men, 32 women; mean age: 56.8, SD 4.2, range 42–64 years; mean PD duration: 13.45, SD 2.7, range 7–23 years; Hoehn-Yahr stage 2-4; mean motor score of the Unified Parkinsons Disease Rating scale – UPDRS III in OFF condition: mean 25.37, SD 8.3, range 10–46). All of them were suffering from motor fluctuations and/or disabling dyskinesias and were indicated for treatment with deep brain stimulation due to motor fluctuations and dyskinesias.

Before the surgery, UPDRS evaluation form (see Section 2.3) was filled for each patient by an experience examiner. During the examination (as well as surgery) patients were in an OFF condition (i.e. abstaining from PD medications). Using the UPDRS evaluation, for each patient a set of UPDRS subscores were calculated according to Sharott et al. (2014):

- $\text{rigidity}_{\text{ipsi}}$ – Limb rigidity calculated as a sum of UPDRS III sub-item 22 (only arm and leg ipsilateral to the side of recording).
- $\text{rigidity}_{\text{contra}}$ – Limb rigidity calculated as a sum of UPDRS III sub-item 22 (only arm and leg contralateral to the side of recording).
- $\text{bradykinesia}_{\text{ipsi}}$ – Bradykinesia calculated as a sum of UPDRS III sub-items 23-26 (arm and leg ipsilateral to the side of recording).
- $\text{bradykinesia}_{\text{contra}}$ – Bradykinesia calculated as a sum of UPDRS III sub-items 23-26 (arm and leg contralateral to the side of recording).
- $\text{tremor}_{\text{ipsi}}$ – Tremor calculated as a sum of UPDRS III sub-items 20-21 (only arm and leg ipsilateral to to side of recording).
- $\text{tremor}_{\text{contra}}$ – Tremor calculated as a sum of UPDRS III sub-items 20-21 (only arm and leg contralateral to to side of recording).

Microelectrode recordings were acquired and preprocessed using five parylenecoated tungsten microelectrodes in a “Ben-gun” configuration as described in Section 2.4.3. Only signals from regions annotated by a surgeon as STN were used, as these recordings should contain signals from neurons that were then stimulated by DBS and thus should be partly responsible for the patient’s state. All signals were visually inspected for artificial artifacts. Artifacts were remove by either shortening the recorded signal (to minimum of
5 seconds) or removing it altogether – up to 21 artifact-free signals per patient (912 in total) were recorded; each signal 5-10 seconds long (mean duration: 9.1s, SD 1.6s).

As our signals were much shorter than those used by Sharott et al. (2014), we extracted and analyzed features from the raw MER signals (i.e. the aggregated neuronal activity, omitting the spike sorting step) first. Subsequently, spike detection and sorting was employed to discern individual neurons extracting features from their activity, thus possibly revealing the relation even if the affecting neurons were sparse in the STN.

Only features that were manually selected during data exploration stage, were used as noted in Section 4.3.2 and 4.3.2.

**Raw MER signal features**

Features extracted from the 24kHz sampled signal are referred to as *raw MER signal features*. Spectral parameters of recordings were evaluated using fast Fourier transform as described previously (Halliday et al., 1995) using 0.5 Hz frequency bins. Following power spectra features were selected for analysis:

- $psd_{subbeta}$ – sum of power spectral density (PSD) of the signal in range 4–13Hz
- $psd_{beta}$ – sum of PSD of the signal in range 13–35Hz
- $psd_{gamma}$ – sum of PSD of the signal in range 35–70Hz

As the PSD spectra vary a lot between individual recording positions not to mention patients (see Figure 4.7), Kühn et al. (2005) encouraged use of a normalized version of the features:

- $psd_{rel.subbeta}$ – sum of PSD of the signal in range 4–13Hz divided by sum of PSD in range 4–45Hz
- $psd_{rel.beta}$ – sum of PSD of the signal in range 13-35Hz divided by sum of PSD in range 4–45Hz
- $psd_{rel.gamma}$ – sum of PSD of the signal in range 35-70Hz divided by sum of PSD in range 4–100Hz
Neuronal spike train features

As the recorded signals are a sum of coordinated discharge of neurons in the area, an assumption is made that by analyzing neuronal firing pattern one can identify a neuron involved in a specific motor function (as shown in Figure 4.1). To analyze behavior of single neurons, WaveClus (Quiroga et al. 2004) a reasonably well performing spike detection and sorting tool (see Chapter 3) was used to extract firing patterns from the recordings.

Section 4.1 and 4.2 confirmed that there are neurons in STN related to eye movement and emotion processing. We wanted to remove such neurons from this study. However, that would lead to omitting a large amount of data recorded from patients that did not participate in the beforementioned trials. We decided to use all the data recorded and in order to cope with the possible bias caused by neurons not related to PD symptoms, a grouping characteristic was used.

Neurons were assigned into four groups (none, subbeta, beta and gamma) based on the PSD spectrum of their firing pattern as described in Sharott et al. (2014). Each neuronal spike train was converted to zero-one signal and PSD spectrum with bin size of 0.5Hz was calculated. Then the spike train was randomly reshuffled 1000 times creating a bootstrap set to estimate 5%-95% confidence interval for the PSD spectrum. If three consecutive bins exceeded the 95% quantile, neuron was assigned to the group according
to the frequency of beforementioned bins (i.e. 4-13Hz for subbeta, 13-35Hz for beta, 35-70Hz for gamma and none for no bins) indicating in which frequency range they oscillate.

For each patient a percentage of neurons belonging to each individual oscillatory group divided by total number of neurons for that patient was calculated and used as features:

- $\text{neuron}_{\text{subbeta}}\%$ – sum of neurons in subbeta oscillation group divided by total number of neurons of the patient
- $\text{neuron}_{\text{beta}}\%$ – sum of neurons in beta oscillation group divided by total number of neurons of the patient
- $\text{neuron}_{\text{gamma}}\%$ – sum of neurons in gamma oscillation group divided by total number of neurons of the patient

Assuming that the percentage of neurons that were not related to PD symptoms would be approximately the same for all patients the variation of $\text{neuron}_{\text{subbeta}}\%$, $\text{neuron}_{\text{beta}}\%$ and $\text{neuron}_{\text{gamma}}\%$ should be only attributed to variation in PD symptoms.

**Statistical methods**

For each MER, both raw MER signal and neuronal spike train features were calculated. As several (up to 21) signals were recorded for each patient (and thus UPDRS subscores), conventional correlation and linear regression models cannot be used to analyze relationship between the calculated features and UPDRS subscores. Instead linear mixed-effects models (McLean et al. 1991) were employed, to compensate for multiple recordings per patient. Visual inspection of residual plots was done for each linear mixed-effects model to detect any obvious deviations from homoscedasticity or normality. P-values were obtained by likelihood ratio tests of the full model with the effect in question against the model without the effect in question.

As oscillatory percentage group features ($\text{neuron}_{\text{subbeta}}\%$, $\text{neuron}_{\text{beta}}\%$, $\text{neuron}_{\text{gamma}}\%$) had already the same magnitude as number of patients, mixed-effect models were not needed to determine their relation to UPDRS subscores. In that case the relations were examined using Pearson’s correlation (if both variables were normally distributed) – in the same way as in Sharott et al. (2014).

All calculations were performed using Matlab R2013b (Mathworks, Natick, MA) software. All statistical hypotheses and linear mixed-effects analysis were tested at significance level 0.05 using R software (2.14.1, R Foundation for Statistical Computing, Vienna, Austria) with corrections for multiple comparisons.
4.3.3 Results and Discussion

Firstly we tested a hypothesis that overall beta activity in STN is dependent on a position in STN, as Weinberger et al. (2006) shown that e.g. the dorsal part of the STN has more beta activity than the rest of STN. Therefore, we performed a linear mixed effects analysis of the relationship between $psd_{rel.beta}$ feature and $depth_{relative}$ (indicated distance in millimeters of recorded position from the bottom of STN). As fixed effects, we entered the $depth_{relative}$ into the model. As a random effect, we had intercepts for subjects, as well as by-subject random slopes for the effect of $depth_{relative}$. Visual inspection of residual plots did not reveal any obvious deviations from homoscedasticity or normality. The found model showed that $depth_{relative}$ affected $psd_{rel.beta}$ ($\chi^2 = 15.29, \text{ Df} = 1, p < 0.0001$), increasing it by $0.008 \pm 0.002$ (standard error), confirming that $psd_{rel.beta}$ is highest in the dorsal of STN. Data points along with linear regression model (i.e. omitting the random effect) are shown on Figure 4.8.

Based on the findings, we decided to add $depth_{relative}$ as a fixed effect to the rest of the mixed-effects models.

![Figure 4.8: Relation between $psd_{rel.beta}$ feature and $depth_{relative}$ with linear regression line fitted.](image)
UPDRS subscores in relation to raw MER signal features

We performed a linear mixed effects analysis of the relationship between one of the three raw MER signal features ($\text{psd}_{\text{rel.subbeta}}$, $\text{psd}_{\text{rel.beta}}$ and $\text{psd}_{\text{rel.gamma}}$) and one of the six UPDRS subscores ($\text{rigidity}_{\text{ipsi}}$, $\text{rigidity}_{\text{contra}}$, $\text{bradykinesia}_{\text{ipsi}}$, $\text{bradykinesia}_{\text{contra}}$, $\text{tremor}_{\text{ipsi}}$, $\text{tremor}_{\text{contra}}$). As fixed effects, we entered the appropriate UPDRS subscore and $\text{depth}_{\text{relative}}$ (without interaction term) into the model. As random effects, we had intercepts for subjects, as well as by-subject random slopes for the effect of $\text{depth}_{\text{relative}}$. Visual inspection of residual plots did not reveal any obvious deviations from homoscedasticity or normality.

Table 4.5 summarizes the results. We found that $\text{psd}_{\text{rel.beta}}$ was affected by both $\text{tremor}_{\text{contra}}$ ($\chi^2 = 34.09, Df = 1, p < 0.0001$; decrease of $0.028 \pm 0.005$), and $\text{tremor}_{\text{ipsi}}$ ($\chi^2 = 28.81, Df = 1, p < 0.0001$; increase of $0.026 \pm 0.005$). The analysis further showed that $\text{psd}_{\text{rel.beta}}$ was also affected by both $\text{bradykinesia}_{\text{contra}}$ ($\chi^2 = 34.21, Df = 1, p < 0.0001$; increase of $0.021 \pm 0.003$) and $\text{bradykinesia}_{\text{ipsi}}$ ($\chi^2 = 32.89, Df = 1, p < 0.0001$; decrease of $0.020 \pm 0.003$). P-values were corrected using Bonferroni corrections for 18 comparisons. Figure 4.9 shows data points along with linear regression model of the three beforementioned mixed-effects models.

Table 4.5: P-values of tested mixed-effects models.

<table>
<thead>
<tr>
<th>UPDRS subscore</th>
<th>$\text{psd}_{\text{rel.subbeta}}$</th>
<th>$\text{psd}_{\text{rel.beta}}$</th>
<th>$\text{psd}_{\text{rel.gamma}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\text{rigidity}_{\text{ipsi}}$</td>
<td>0.135</td>
<td>0.042</td>
<td>0.455</td>
</tr>
<tr>
<td>$\text{rigidity}_{\text{contra}}$</td>
<td>0.135</td>
<td>0.319</td>
<td>0.858</td>
</tr>
<tr>
<td>$\text{tremor}_{\text{ipsi}}$</td>
<td>0.045</td>
<td>$&lt; 0.001$</td>
<td>0.957</td>
</tr>
<tr>
<td>$\text{tremor}_{\text{contra}}$</td>
<td>0.025</td>
<td>$&lt; 0.001$</td>
<td>0.621</td>
</tr>
<tr>
<td>$\text{bradykinesia}_{\text{ipsi}}$</td>
<td>0.363</td>
<td>$&lt; 0.001$</td>
<td>0.320</td>
</tr>
<tr>
<td>$\text{bradykinesia}_{\text{contra}}$</td>
<td>0.729</td>
<td>$&lt; 0.001$</td>
<td>0.680</td>
</tr>
</tbody>
</table>

Highlighted relations were significant at level 0.05 after performing Bonferroni corrections for 18 trials ($p < 0.0027$).

Positive $\text{bradykinesia}_{\text{contra}}$ subscore effect on $\text{psd}_{\text{rel.beta}}$ is in agreement with findings in Kühn et al. (2008), as according to our results beta activity increases for patients with worse bradykinesia symptoms. Slightly weaker but the same effect of $\text{bradykinesia}_{\text{ipsi}}$ subscore on $\text{psd}_{\text{rel.beta}}$ is not surprising as Tabbal et al. (2008) confirmed both ipsilateral and contralateral effects of DBS on bradykinesia and rigidity symptoms in patients with
Figure 4.9: Relation between $psd_{rel.beta}$ feature and $tremor_{contra}$, $tremor_{ipsi}$, $bradykinesia_{contra}$, $bradykinesia_{ipsi}$ with linear regression line fitted.
4.3. RELATION BETWEEN UPDRS AND MER

Unfortunately, no significant relations with UPDRS subscores were found in subbeta band, although according to Contarino et al. (2012) subbeta band should be correlated with tremor. However, tremor$_{contra}$ negative effect on psd$_{rel.beta}$ might be an indication of such relation, as PSD of patients with more severe tremor symptoms should have more power in subbeta band, which effectively lowers power in beta band.

Gamma band also did not show any significant relations with any of UPDRS subscores, although Weinberger et al. (2009) stated that gamma oscillatory activity in STN is pronounced in tremor patients with PD to the detriment of beta activity.

**UPDRS subscores in relation to neuronal spike train features**

Previous section confirmed that our data were coherent with at least two PD symptoms. In order to find such relations also by employing features extracted from neurons, we calculated correlations between the feature/subscore pairs. As we wanted to verify the formed finding of Sharott et al. (2014), while using shorter signals we did not correct for the multiple comparisons performed.

As shown in Table 4.6, only correlations between neuron$_{beta%}$ and rigidity$_{ipsi}$ (r = 0.22, p < 0.05), neuron$_{gamma%}$ and bradykin$_{ipsi}$ (r = −0.26, p < 0.05) and neuron$_{gamma%}$ and bradykin$_{contra}$ (r = −0.23, p < 0.05) were found significant (see also Figure 4.10).

Table 4.6: Correlation coefficients of analyzed relations between neuron spike train features and UPDRS subscores.

<table>
<thead>
<tr>
<th>UPDRS subscore</th>
<th>neuron$_{subbeta%}$</th>
<th>neuron$_{beta%}$</th>
<th>neuron$_{gamma%}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>rigidity$_{ipsi}$</td>
<td>0.04</td>
<td><strong>0.22</strong>*</td>
<td>-0.11</td>
</tr>
<tr>
<td>rigidity$_{contra}$</td>
<td>0.03</td>
<td>0.07</td>
<td>-0.21</td>
</tr>
<tr>
<td>bradykinesia$_{ipsi}$</td>
<td>-0.05</td>
<td>0.05</td>
<td><strong>-0.26</strong>*</td>
</tr>
<tr>
<td>bradykinesia$_{contra}$</td>
<td>-0.05</td>
<td>0.11</td>
<td><strong>-0.23</strong>*</td>
</tr>
<tr>
<td>tremor$_{ipsi}$</td>
<td>0.05</td>
<td>-0.11</td>
<td>-0.05</td>
</tr>
<tr>
<td>tremor$_{contra}$</td>
<td>0.00</td>
<td>-0.04</td>
<td>-0.14</td>
</tr>
</tbody>
</table>

* denotes correlation significant at level 0.05.

Positive correlation between neuron$_{beta%}$ and rigidity$_{ipsi}$ (along with the relation between beta band and bradykinesia in previous section) matches our understanding of how neuron beta oscillation (and synchronization of similarly oscillating neuron) affects motor
Figure 4.10: Relations between $neuron_{beta\%}$ feature and $rigidity_{psi}$ ($r = 0.22, p = 0.05$); $neuron_{gamma\%}$ and $bradykinesia_{contra}$ ($r = 0.23, p = 0.027$) and $bradykinesia_{psi}$ ($r = 0.26, p = 0.015$) with linear regression line fitted.
functions of patients with PD. Interestingly, relation between beta band and rigidity was not significant when using raw MER signal features, while neuronal features did discern it. This demonstrates the need for transforming the neuronal recording using spike sorting methods in order to unveil the relevant information hidden in the aggregated neuronal activity.

On the other hand, relation between tremor and raw MER signal features was not detected when using neuronal features, which supports our theory that this link was only indirect due to increase in beta band at the same time. Furthermore, correlation between bradykinesia and neuron beta% was not found as well.

Finding a negative correlation between bradykinesia and neuron gamma% was consistent with hypothesis of Schoffelen et al. (2005) that gamma oscillations facilitate a readiness to move and thus higher number of gamma oscillating neurons should lead to lower bradykinesia score.

Considering the other correlations described in Sharott et al. (2014) were insignificant, we assumed that the length and possibly signal-to-noise ratio of our MER data was the culprit. Sharott et al. (2014) was using at least 45 second long signals and discarded initial 5–15 s part, which was not possible in our case as our signals were only 5-10 s long. This could have an adverse effect on spike sorting as well as assigning neurons to oscillatory groups.

**4.3.4 Conclusion**

In pursuit of objectivization the UPDRS in patients with PD, we analyzed 912 signals recorded using microelectrodes during DBS surgery from STN and compared them with UPDRS scores of the patients undergoing the implantation.

Two sets of features were extracted from the recorded signals – one set was calculated from summary neuronal activity recorded on the microelectrode (raw MER signal features) and the other set was computed from activity of individual neurons (neuronal spike train features) employing WaveClus (Quiroga et al. 2004) spike detection and sorting.

Raw MER signal feature psd rel.beta was positively correlated to bradykinesia subscore, confirming findings of Kühn et al. (2008) that power of beta activity increases with worsening of rigidity and bradykinesia symptoms. This hypothesis was further affirmed by finding a significant positive correlation between neuronal feature neuron beta% and rigidity subscore.

Bradykinesia was also significantly negatively correlated with neuron gamma% neuronal
feature, supporting conclusion of Schoffelen et al. (2005) that higher \textit{gamma} activity in STN indicates weaker rigidity and bradykinesia symptoms.

Contrary to our expectations and findings of Contarino et al. (2012), $psd_{rel \text{-} sub\beta}$ activity was not directly linked to severity of tremor symptoms, but \textit{tremor}_contra negative relation to $psd_{rel \text{-} \beta}$ lead us to a hypothesis that $psd_{rel \text{-} sub\beta}$ is linked to tremor indirectly (i.e. by lowering $psd_{rel \text{-} \beta}$).

We thus confirmed that severity of PD symptoms (i.e. UPDRS scores) has its reflection in firing pattern of neurons (individual or summed together). However further research needs to be done in order to ascertain whether the neuronal activity in STN is the cause of PD symptoms or if it is the other way around.
Chapter 5

Summary and perspective

We focused on applying spike sorting methods to data recorded from patients with Parkinson's disease that are treated with deep brain stimulation, to improve our understanding of the human brain in general and the mechanism of the deep brain stimulation in particular.

In Chapter 3, we dealt with problem of the transformation of raw data from extracellular microelectrode into spiking activity of individual neurons (i.e. spike sorting). Classifying neuronal action potentials is a technical challenge that is a prerequisite for studying many types of brain function. Accurate detection of the activity of individual neurons can be difficult to achieve due to the large amount of background noise and the complexity in distinguishing the action potentials of one neuron from others. This capability is especially important for experimental investigations of neural codes that use spike timing.

We have performed a performance evaluation of three widely-used publicly-available spike sorting algorithms (WaveClus, KlustaKwik, OSort) with regard to their parameter settings, using custom generated single-channel artificial data (available online) with different noise levels and different number of neurons. The best spike sorting method (WaveClus) was used throughout the thesis for discerning individual neurons from our MER data.

Sections in Chapter 4 built on top of that we performed various tasks in neuroscientific field that involved statistical analyzes of microelectrode data and individual neuronal activity and resulted in our better understanding of basal ganglia function.

In Section 4.1, we experimentally verified that there are neurons in basal ganglia participating in scanning EM. We took advantage of intraoperative microelectrode recordings of single neuronal activity routinely used to identify the basal ganglia based on specific
electrophysiological pattern. Approx. 20% of neurons with activity related to eye movements were identified.

Section 4.2 presented the process of searching for emotion-related neurons in the subthalamic nucleus. 17% of neurons with activity related to processing emotional stimuli or responding to different types of emotional stimuli were found in basal ganglia, confirming the importance of the STN as a hub within the limbic circuitry involved in both emotional valence and arousal processing. This together with finding several neurons involved separately in perceptual and emotional processing supports the complex role of the STN. Our results thus extended our knowledge on the STN role in limbic circuits and contribute to understanding of affective disturbances seen in Parkinson’s disease patients treated with DBS.

In Section 4.3, we found relations among severity of PD symptoms (described as UPDRS scores) and statistical characteristics of MER data and individual neuronal activity in STN. This objective analysis of UPDRS is welcomed by examiners to support their decision process as well as it contributes to specification of particular STN regions and specific PD symptoms and thus help creating a function map of STN and its surroundings. We have found several significant relations between severity of Parkinson’s disease symptoms and both raw signal and neuronal features. Namely the relation between beta band and bradykinesia and between neuronal beta oscillations and rigidity.

5.1 Thesis Achievements

Scientific contribution of this Thesis is represented by the following achievements:

- Performance of the state-of-the-art spike sorting methods was evaluated, finding the best performing method and its parameters set that is used for transforming all microelectrode signals used in this thesis to spike trains of individual neurons. This evaluation was published (Wild et al. 2012b) in the Journal of Neuroscience Methods (2012 IF 2.484), WoS 14 citations (as of 17.8.2015).

- A new method for generation of artificial signals was devised to produce data with ground truth with similar properties as the signals recorded from basal ganglia. The method was implemented in order to generate signals necessary for objective evaluation of spike sorting methods.
• An experimental verification showed that approx. 20% of neurons with activity related to eye movements were identified in basal ganglia. This is the first study to investigate activity of individual basal ganglia neurons related to eye movements in human subjects. These results were published (Sieger et al. 2013b) in PLoS ONE (2012 IF 3.73).

• An experimental verification showed that 17% of neurons with activity related to processing emotional stimuli or responding to different types of emotional stimuli were found in basal ganglia. This is the first study proving existence of individual neurons in the human STN that are involved in higher-level representation of emotions. These results were published (Sieger et al. 2015b) in Proceedings of the National Academy of Sciences (2014 IF 9.67).

• Several new relationships were found among variables describing severity of Parkinson’s disease symptoms and statistical characteristics of microelectrode records and individual neuron firing patterns. A publication presenting these results is currently under preparation.
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