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Abstrakt

Bakalářská práce se zabývá ověřením funkčnosti nového na entropii založeného segmen-

tačního algoritmu pro extrakci pohybujícího se objektu z pohybující se platformy, který je

popsán v článku [1]. Tento algoritmus využívá korekce obrázků založených na kombinaci

optického toku a matched features, entropii z teorie informace k získání nejlépe informu-

jícího atributu, od kterého jsou pomocí Gaussovy distribuce aplikované na histogramy

vytvořeny shluky. Dále využívá porovnávání a modelování cíle.

Abstract

This thesis deals with verifying the novel entropy-based segmentation algorithm for ex-

tracting a moving object from a moving platform, which is proposed in article [1]. The

algorithm uses image correction based on combining optical flow and matched features,

entropy from information theory to determine best informative attribute, Gaussian Dis-

tributions applied to the histogram of features to building clusters and target modeling

and matching.
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Introduction

One of motivation of robotics is consting moving platforms like robots for using them

to search, rescue etc., where environment is too dangerous for human. These robots can

not rely on one of method communication with surrounding environment and their pro-

gramme equipment must not contain unreal presumtions in this case.

One of method of interaction with surrounding environment is visual tracking of a

target. Neither unreal presumptions of target as prediction models, nor unreal presump-

tions of platform with camera can not be performed.

When camera is moving, it can not be used background subtraction. There is neces-

sary to recognize the target in real-time from noisy images, so for recognizing the target

should be used robust clustering algorithm [2].

Clustering algorithms often need parameters based on view of camera, but staticaly

given parameters are not sufficient enough for continuously changing view of camera.

Min and Papanikolopuolos introduce a new entropy-based clustering algorithm[1],

where required parameters are automaticaly configured for clustering algorithm. They

tested algorithm in leader-follower formations [3] using eROSI and Explorer robots [4].

This thesis deals with verifying and implementing this novel entropy-based segmen-

tation algorithm for extracting a moving object from a moving platform. The algorithm

uses image correction based on combining optical flow and matched features, entropy

from information theory to determine best informative attribute, Gaussian Distributions
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applied to the histogram of features to building clusters and target modeling and match-

ing. Operational parameters should be determined.

Implementation differences of algorith are described in Chapter 1 and experiments

with implemented algorithm are shown in Chapter 2.
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Chapter 1

Implementation

I started implementation in C++ with using SDL[5] and GSL[6] libraries, but GSL has

not support for convolution and own implementation of convolution was too slow for

using them in own implementation of Harris corner detector. Therefore this code was

dropped and now it is using OpenCV[7] library.

Implemented part of the algorithm for estimating relative position of the leader/object

consists of the following sequence of steps:

1. Two images are loaded and converted into gray scale.

2. Correction of the second image.

3. Harris corner detector [8] is applied for determining corners and edges in the im-

ages.

4. Temporal Difference method is applied providing new image TD.

5. Histograms for each axis of the TD are computed.

The input of the algorithm is a pair of two images of the scene taken in time t1 and t2,

where t2 > t1 is sufficiently small to detect changes of the tracked objects.

Particular implementation details of the all algorithm’s steps are described in the fol-

lowing sections together with the proposed changes to the original algorithm [1].
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CHAPTER 1. IMPLEMENTATION

1.1 Image correction

Translation and scale on the image is applied for image correction. Translation and

scale factors are computed from matched features differences of their positions in the im-

ages. To get matched features SURF[9] and FLANN[10] methods are used. In particular,

implementations provided from the OpenCV is used. Only good matching features (i.e.,

those having small distances) are used for determining the required parameters of the

image correction.

Only static objects are used to compute the factors. The static objects are identified as:

Si = {~u : ‖fi(~u)‖ <
1

N

N∑
i=1

‖fi(~u)‖}, (1.1)

where fi(~u) is a pair of matched features, and ~u =
(
x, y

)T
.

After that, static matched features are classified into classes {NE,SE,NW,SW} ac-

cording to differences of the ~u of the matched features dX and dY , see Table 1.1.

Table 1.1: Classification of matched features by orientation of motion

Orientation dX < 0 dX ≥ 0

dY < 0 NE SE

dY ≥ 0 NW SW

An image is corrected by following affine tranformation matrix:

T =

 δx 0 αx − ε1

0 δy αy − ε2

 , (1.2)

where δx and δy are scaling factors, αx and αy tranlational factors and ε1, ε2 ≈ 0, i.e.,

αx =
1

|S|

|S|∑
i=1

Si[x]

αy =
1

|S|

|S|∑
i=1

Si[y]

(1.3)
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CHAPTER 1. IMPLEMENTATION

δx = 1 +
mW [x]−mE [x]

cx

δy = 1 +
mS [y]−mN [y]

cy

(1.4)

where mW [x] and mE [x] are means of the classes {NW,SW} and {NE, SE} on the x-axis,

mS [y] andmN [y] are means of the classes {SE,SW} and {NE,NW} on the y-axis and cx, cy

are experimentaly found parameters.

1.2 Entropy-based Clustering

1.2.1 Choosing the principal attribute

Entropy of each attribute can be rewrited as

E(ai) ≡ H(B|A = ai) = −
k∑

j=1

pB|A(bj |ai) log2 pB|A(bj |ai), (1.5)

where A is a set of attributes, B is a set of possible values and pB|A(bj |ai) is the probability

function of ai for each bj estimated from the from histogram.

The best informative attribute has minimum entropy. The authors of original article

use equation ??, but there exists optimal solution to search attribute with minimum en-

tropy:

amax =argmax
ai∈A

1− E(ai)
n∑

j=1
E(aj)

 = argmax
ai∈A

− E(ai)
n∑

j=1
E(aj)

 =

= arg min
ai∈A

E(ai)
n∑

j=1
E(aj)

= arg min
ai∈A

E(ai)

(1.6)

Adding of constant (In this case is 1.) or dividing with same sum do not change results

in this case.
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Chapter 2

Experiments

The implementation of algorithm was tested using images grabbed from Gumstix

CaspaTM VL module [11] in offline mode. It means that images were saved as files and

later were used.

The images with similar properties combines into dataset.

2.1 Static camera dataset

All images of this dataset have resolution 752x480, they are unsharp. Example of time-

near images is in Figures 2.1.

(a) t1. (b) t2.

Figure 2.1: An example of grabbed images.

The images are converted into gray-scale and matched features are found using SURF

and FLANN. Matched features are shown in Figure 2.2, where small circles are found

SURF that are matched using FLANN.
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CHAPTER 2. EXPERIMENTS

Figure 2.2: Matched features.

Then, the parameters of transformation matrice in Equation 1.2. Because camera is not

moving in this dataset, δx, δy in Equation 1.4 should be close to 1 and αx, αy near to 0.

Detected edges and corners (found by Harris corner detector) are visualized in Figures

2.3 as white segments.

(a) At time t1. (b) At time t2.

(c) Corrected image at time t2.

Figure 2.3: Images with features.

After that, TD image is built from features extracted by Harris corner detector. The

process is visualized in Figures 2.4 and 2.3 where Figure 2.4(a) is created from Figures

2.3(a) and 2.3(b) and Figure 2.4(b) is created from Figures 2.3(a) and 2.3(c). because camera
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CHAPTER 2. EXPERIMENTS

is not moving.

(a) Without correction.

(b) With correction.

Figure 2.4: Temporal Difference.
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Chapter 3

Conclusion

On figures 2.4 should not be detected edges of static objects. Maybe the autors of the

original algorithm uses filter.

Next parts of the algorithm was not implemented due time wasting caused by dead-

locks in dead ends, a lot of tries with correction and personal problems. So operation

parameters could not be determined.
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Content of CD

Included CD contains text of this thesis in PDF format with source code of complete

text for LATEX. In following table is described structure of CD.

Table 1: Content of CD

Directory Description

src source code of implemented program

doc source code of text of this thesis

thesis.pdf text of this thesis
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