Bachelor’s Thesis

Robert Pěnička

The Acquisition and Representation of Spatial Knowledge in Project Replicator

Department of Cybernetics
Thesis supervisor: Ing. Tomáš Krajník, Ph.D.

Prague, 2013
České vysoké učení technické v Praze
Fakulta elektrotechnická
Katedra kybernetiky

ZADÁNÍ BAKALÁŘSKÉ PRÁCE

Student: Robert Pěníčka

Studijní program: Kybernetika a robotika (bakalářský)

Obor: Robotika

Název tématu: Získávání a reprezentace prostorových znalostí v projektu Replicator

Pokyny pro vypracování:

1. Seznamte se s metodami lokalizace a mapování používanými v mobilní robotice.
2. Seznamte se s modulárními roboty využívanými v rámci projektu Replicator.
3. Navrhněte, implementujte a experimentálně verifikujte navrhnutou metodu.

Seznam odborné literatury:


Vedoucí bakalářské práce: Ing. Tomáš Krajnik, Ph.D.

Platnost zadání: do konce zimního semestru 2013/2014

prof. Ing. Vladimír Mařík, DrSc.
vedoucí katedry

prof. Ing. Pavel Ripka, CSc.
dékan

V Praze dne 10. 1. 2013
Czech Technical University in Prague
Faculty of Electrical Engineering
Department of Cybernetics

BACHELOR PROJECT ASSIGNMENT

Student: Robert Pěnička

Study programme: Cybernetics and Robotics

Specialisation: Robotics

Title of Bachelor Project: The Acquisition and Representation of Space Knowledge in Project Replicator

Guidelines:

1. Get acquainted with localization and mapping methods used in mobile robotics.
2. Get acquainted with modular robots used by the project Replicator.
3. Design, implement and experimentally verify the suggested method.

Bibliography/Sources:

Bachelor Project Supervisor: Ing. Tomáš Krajník, Ph.D.

Valid until: the end of the winter semester of academic year 2013/2014

prof. Ing. Vladimír Mařík, DrSc.
Head of Department

prof. Ing. Pavel Ripka, CSc.
Dean

Prague, January 10, 2013
Prohlášení autora práce

Prohlašuji, že jsem předloženou práci vypracoval samostatně a že jsem uvedl veškeré použité informační zdroje v souladu s Metodickým pokynem o održování etických principů při přípravě vysokoškolských závěrečných prací.

V Praze dne 24. 5. 2013

[signature]
Acknowledgements

I would like to thank my supervisor, Tomáš Krajník, for his excellent leadership and the opportunity to deal with such an interesting project. I also thank my family including my girlfriend for their tolerance and support throughout writing this thesis.
Abstract

This thesis presents simultaneous localization and mapping algorithm for a small mobile robot. The designed solution enables to determine a mobile robot’s and landmark positions using self-localization and camera based landmark detection. As landmarks, roundel patterns are used that are positioned statically on obstacles or borders of the used arena. One of the key features is the suppression of odometry error in long term use of robot. As hardware platform, modular robots were used from the Replicator and Symbrion project, both funded by the European Commission. Proposed method uses the extended Kalman filter for merging data from odometry and camera landmark detection for building landmark-based map.
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1. **Introduction**

Acquiring information on the surrounding environment is one of the crucial elements in mobile robotics. Every mobile robot must interact with its surroundings in order to reach its goals. This interaction consists of path planning for collision avoidance, recognition of goals in space or simple movement. Due to all these interactions, a robot has to collect information its surroundings. In the context of continual information acquisition on surroundings, we talk about Map Building or Mapping.

For precise map building, the exact knowledge of mobile robot position is required. If a robot has no self-localization system, then the resulting map can not grow out of the initial position of the robot. A robot in a previously unknown environment without localization infrastructure must rely solely on self-localization and must build its own map using the positions from the self-localization system. On the other hand, by localizing the robot inside the mapped area, both map and the robot position can be determined more precisely.

This thesis uses the robot hardware platform from the Symbriion and Replicator projects. Since these projects are focused on the cooperation of many robot modules independent or in connected structures, the spatial knowledge is required even more. Modular robotics that is studied in these projects uses an outstanding number of small modules equipped with docking interfaces. Every module can connect to each other and make big complex organisms. The main advantages of such connection and cooperation of modules are the ability to adapt to a wide specter of environments and also the high collective computation resources.

In the thesis we introduce the solution of simultaneous localization and mapping generally known as SLAM. The implemented algorithm that can run on all robotic modules is able to map man-made roundel landmarks as well as to localize itself according to previously mapped landmarks. The solution of SLAM is based on the Extended Kalman filter, that uses data from odometry measurements and camera landmark detection. This method is intended for cases when robots are separated, but with additional geometry transformation of camera measurements, it could be used for the localization of robots in connected organisms as well.

Both robot self localization and landmark camera measurements involve measurement uncertainties that reflect in map precision. These uncertainties in the map are reduced by repeated detections of the same landmarks from different or even the same locations and increased by unknown effect of robot movement on it’s position. Dead reckoning, used for self-localization of robot modules, involves uncertainty that rises with the traveled path and is reduced by the localization of the robot in the already mapped area.

In this thesis we will firstly describe the localization and mapping methods that are used in mobile robotics. Then we will introduce the Symbriion and Replicator projects as well as modular robotics. The following two chapters analyze Dead reckoning self-localization and camera landmark detection. In the last two chapters is introduced implemented SLAM algorithm and experimentally verified its capabilities.
2. Mapping and localization in mobile robotics

2.1 Localization

Localization is the problem of determining a robot position inside an environment. It is one of the fundamental problems in mobile robotics. There is a wide range of localization methods that are used nowadays. The key factor that influences the selection of a method is the target environment of operation. We distinguish static environments, where only the robot movement is possible, and dynamic environments [26], where also movement of other objects must be taken into account. The number of robots influences the selection of a localization method too. A multi-robot localization can be solved identically as a single-robot localization. With the detection of other robots, there is an opportunity to improve the location of many robots from the others’ positions and vice versa [39].

For a better and more accurate localization, some of the following methods are commonly used, best with the combination of incremental and absolute localization, while their results are merged according to their credibility.

2.1.1 Incremental localization

Incremental localization uses the known initial position, or this position is set as the origin of the robot localization. Every little robot movement of the robot is evaluated and reflected in its new position. This new position is then used in the subsequent movements, so the robot position is incrementally determined with every motion.

The main problem of this method comes out of its principle. If every new position is determined from the previous ones, then any small error in the previous positions will also occur in the future positions. This phenomenon may be reduced by accurate sensors, but in a long term use, the incremental localization needs a correction of this cumulative error.

Modifications of incremental localization are mainly in the measurement of the robot movement. In this thesis, a method was used, which determines robot motion from its speeds setting on the motors and the elapsed time during the same speed. This simple way is applicable if the motor speed setting is nearly linear and stable, but without a proper feedback, the wheel speeds always differ a little from the speeds that are set on the motors. This method belongs to a class of Dead reckoning.

The most used feedback mechanism for robots with wheels or tracks are motor encoders. These sensors incrementally count wheel rotation and give us a better estimate of the traveled path than only the speed setting on the motors. This method is referred to as wheel odometry [38] and is widely used for its simplicity of implementation. Despite the fact that odometry is the name of the solution with motor encoders, we use it also for self localization in this thesis due to the future change of localization method from dead reckoning to odometry.

Other methods rely on different types of sensors that somehow measure robot motion.
These sensors include accelerometers\(^\text{23}\) and speed sensors\(^\text{30}\) of many kind. By integrating the data from these sensors, we can determine position changes.

### 2.1.2 Absolute localization

Absolute localization could determine the robot position inside a covered area with its own reference frame established. This localization can also determine the initial position of the robot (that usually differs from zero). The method determines position inside a covered area usually with the same accuracy. In contrast to the incremental localization the accuracy is usually lower. On the other hand, this method does not integrate the position error, and every position measurement is independent of the previous one.

The present solutions of the absolute localization include the worldwide used GPS\(^\text{6}\), GLONASS\(^\text{5}\) and the future European Galileo\(^\text{4}\) global navigation satellite systems (GNSS). All these systems use the trilateration for determining a position on the Earth. The accuracy of these systems for general purposes is from 1 to 3 meters depending on the used system.

For indoor applications, in ideal conditions, systems with statically positioned transmitters are used. Every robot is then equipped with a receiver that computes its position from the distances to transmitters by triangulation\(^\text{15}\) or trilateration. This kind of system is also used in the Replicator and Symbrion projects with the approximate accuracy of tens centimeters. The opposite approach with transmitters on robot and receivers statically positioned around is also possible.

Another solution which can be defined as absolute is map base localization. This type uses a previously created map of space and compares it with the robot sense of surroundings. Individual map-localizations differ in the type of sensors that sense the surroundings and the type of map\(^\text{2.2}\). With the growth of computing resources of mobile robots, the use of camera for map based localization also grows. Other methods use for example laser distance measurements or a sonar to determine obstacles around the robot, which are then compared with a global map.

### 2.2 Mapping

Mapping is a process of generating a map. Map usage depends on its contents, but generally in mobile robotics it is used for motion planning, localization purposes and sharing with other robots. Especially in robot swarms and modular robotics is spacial knowledge very useful for collision avoidance between two robots.

Maps in robotics are usually represented by sets, vectors or matrices of mapped features. In some cases, a map may also consist of all measured data from the sensors. However, this type of map is difficult for management and its usability is low. The extraction of salient sensory patterns is more common, for example landmarks inside the sensor (in our case a camera) vision.
According to map representation and stored knowledge inside the map, we can distinguish two types of maps - Feature-based maps and Location-based maps [37].

2.2.1 Feature-based maps

A feature based map is a vector or set \( m = \{m_1 \ldots m_N\} \) that consists of \( N \) mapped features. Each feature is represented by its Cartesian location or optionally other properties of the feature. This type of map contains information about the occupancy of the mapped area, but from the map we cannot distinguish whether locations not presented in the map are unmapped or unoccupied.

Feature based maps include the already mentioned Sensor maps [20] that simply contain all sensor data. Sensor data that are used in such maps are in most cases distance measurements, taken by laser sensors, that determine distances to surrounding objects in every position of the robot. These maps usually need future processing and after that they can be used in future operations in the same area.

Another type of such map representation is a Landmark map [32]. Landmark is a key pattern or an easily differentiable object in the environment. In indoor environments, landmarks may include wall corners, tables or other easily detected objects. In some cases, landmarks may be also man-made for better and faster recognition. If the man-made landmarks are active, then we call them beacon.

A geometrical map is the last widely used Feature-based map type. These maps use geometrical primitives, usually lines, to represent the surrounding area. The resulting map is then a set of lines that represent borders of obstacles. These maps are very useful for path planning, as landmark maps do not necessarily provide information about obstacles, while sensor maps are too heavy for computation [7].

Figure 1: 2D geometrical map of room [7]  
Figure 2: 3D Sensor map(Point Cloud) with courtesy of [20]
2. MAPPING AND LOCALIZATION IN MOBILE ROBOTICS

2.2.2 Location-based maps

In contrast to Feature-based maps, Location-based maps consist of mapped features indexed by specific location. For planar maps, one map element is denoted by \( m_{x,y} \) \[37\]. The representation of the map is a matrix that enlarges quickly with the enlarging mapped area. These maps provide knowledge not only of the occupancy of the mapped space, but also of the free area. The problem of this representation is usually large memory usage for a relatively small area, which proves even more in 3D mapping.

The main map type among Location-based maps is a Grid map. In these maps, the environment is represented by a grid with regular cells. These cells may store the probability of occupancy \[34\] or can contain some physical property of this area \[25\]. Besides storage demands, grid maps must split the environment into small parts. With parts too big, the resulting map has a lower resolution, but the size of grid map has cubic (for 3D map) increase with finer granularity \[34, 12\].

2.3 Simultaneous Localization and Mapping

Simultaneous Localization and Mapping (SLAM) is a problem of incremental building of a map, while the robot position is simultaneously determined from both self-localization and the map.

The beginning of probabilistic SLAM dates back to the 1986 IEEE Robotics and Automation Conference held in San Francisco. An important element of the first works on probabilistic SLAM was the proof of correlation between different landmarks that grow even more with successive observations. This factor enables successful mapping during bad landmark observation or inaccurate robot localization \[13, 8\]. All SLAM solutions consist of self-localization (see chapter 2.1), map-base localization from
a generated map and mapping (see chapter 2.2). Nowadays there are two main computational solutions of the SLAM problem \[13\]. The first one uses the Extended Kalman filter (EKF-SLAM) \[37\]. The other solution uses particle filters \[3, 36\].

2.3.1 Particle filters

The Particle filters use Monte Carlo sampling methods for state-space model estimation. The actual state is evaluated in discrete time intervals from previous state by using the Markov chains. Present the most used particle filter SLAM algorithm is a FastSLAM \[28\]. The FastSLAM is the reaction to time complexity of EKF-SLAM discussed in next section (2.3.2), which was the first SLAM algorithm. EKF-based SLAM solutions have a covariance matrix that has \(K^2\) elements with \(K\) mapped landmarks. The maintenance of such a matrix with thousands of mapped landmarks is really slow and requires \(O(K^2)\) for each landmark observation.

FastSLAM decomposes the SLAM problem to path estimator, realized by particle filter, and landmark position estimators realized by Kalman filters. For each landmark, a separate Kalman filter is used. This decomposition led to a significant reduction of filtering time. On the other hand, during the observation of one landmark, the positions of others are unchanged.

The particle filter used for position estimator is similar to Monte Carlo Localization \[37\]. With \(M\) particles that represents the most recent part of the robot path, we incrementally determine a probabilistic guess of the robot position.

The landmark location estimator uses \(K\) Kalman filters for each particle. The total number of Kalman filters is thus \(KM\). In each Kalman filter, the most likely position of landmark and particle (robot path part) is generated and the results are weighted and merged to the map and the robot position.

FastSLAM requires time \(O(M \cdot \log(K))\) for each iteration.

2.3.2 EKF-SLAM

The Extended Kalman filter (EKF) is based on the Kalman filter introduced by Rudolf E. Kálmán in 1960 \[1\]. In contrast to the Kalman filter, the extended version solves filtering of non-linear systems. As odometry equations and landmark geometry equations are not linear, using of EKF is required. Bases of EKF-SLAM are probability of robot motion \[1\] and landmark observation model \[2\] \[13\].

\[
P(x_k \mid x_{k-1}, u_k) \iff x_k = f(x_{k-1}, u_k) + w_k
\]

Where \(x_k\) is a state vector consisting of both robot position and a map. Function \(f\) describes kinematics of the robot with input \(u_k\). Zero mean motion noise is \(w_k\).

\[
P(z_k \mid x_{k-1}, m) \iff z(k) = h(x_{k-1}, m) + v_k
\]
In the equation of observation model \( h \), function \( h \) describes the geometry of observation according to the state vector and observation measurement \( m \). Observation also suffers from measurement error \( v_k \).

These two equations with conditional probabilities defines the best estimations for the robot and mapped features positions according to their error models (probabilities). The whole algorithm is described by the following function(1) [37]. The most important variables in this function are state vector \( \mu_k \) and associated covariance matrix \( P_k \). There are both the robot and the mapped landmarks positions in the state vector. The robot position as well as the landmarks positions are represented by its Cartesian coordinates \((x, y)\) and also by their rotation \( \phi \).

**Input:** \((\mu_{k-1}, P_{k-1}, u_k, dr)\) – data from previous run of algorithm, \(\mu_{k-1}\) is state vector consist of robot and landmarks positions, \(P_{k-1}\) is covariance matrix of state vector, \(u_k\) is camera landmark measurement and \(dr\) is change of robot position based on Dead reckoning.

\[
\bar{\mu}_k = \mu_{k-1} + \begin{pmatrix} dr \\ 0 \end{pmatrix} \quad // \text{predict state vector from robot odometry change}
\]

\[
\bar{P}_k = P_{k-1} + \begin{pmatrix} P_{od} & 0 \\ 0 & 0 \end{pmatrix} \quad // \text{add covariance matrix of robot movement find corresponding landmark in map to observed landmark;}
\]

**if** Landmark \(u_k\) not yet observed **then**

\[
\bar{\mu}_k = g(u_k, \mu_k) \quad // \text{add new landmark to end of state vector}
\]

\[
\bar{P}_{mr,new} = G_r \begin{pmatrix} \bar{P}_{rr} & \bar{P}_{mr}^T \\ \bar{P}_{mr} & \bar{P}_{mm} \end{pmatrix} \quad // \text{cross-variance between robot and new landmark}
\]

\[
\bar{P}_{mm,new} = G_r \bar{P}_{rr} G_r^T + G_y Q G_y^T \quad // \text{covariance of new landmark position}
\]

\[
\bar{P}_k = \begin{pmatrix} \bar{P}_k & \bar{P}_{mr,new}^T \\ \bar{P}_{mr,new} & \bar{P}_{mm,new} \end{pmatrix} \quad // \text{enlarge covariance matrix for new landmark}
\]

**end**

\[
z_k = u_k - h(\bar{\mu}_k) \quad // \text{determine innovation } z_k
\]

\[
K = \bar{P}_k H_k^T (H_k \bar{P}_k H_k^T + Q)^{-1} \quad // \text{determine Kalman gain}
\]

\[
\mu_k = \bar{\mu}_k + K z_k \quad // \text{calculate new state vector}
\]

\[
P_k = (I - KH_k) \bar{P}_k \quad // \text{calculate associated new covariance matrix}
\]

**Algorithm 1:** EKF-SLMA

The first two equations in the algorithm are reactions to the robots movement. The new state vector is predicted with respect to the robots movement. The uncertainty of the robot position after this movement is reflected in the prediction covariance matrix. For accurate determination of the robot odometry change \(dr\) and the covariance of odometry change \(P_{od}\), see chapter Dead reckoning (4).

In the next part, the new landmark position is added to the state vector if the landmark had not yet been observed. The covariance matrix is also adapted to the new landmark.

The last two equations in the algorithm (1) determine the new state vector and the covariance matrix from the Kalman gain \(K\) and the difference between the landmark obser-
In the calculation of the Kalman gain, matrix $Q$ is also used, which is the covariance matrix of camera measurement (experimentally determined in chapter Landmark detection [5]). As was already mentioned in section 2.3.1, the time complexity of EKF-SLAM is known as $O(K^2)$ with $K$ mapped landmarks. Detailed information and equations of the EKF-SLAM are described in the chapter about its implementation [6]. In this section, all variables in the algorithm are described as well.
3 Modular robotics

Modular robotics is part of mobile robotics that focuses on developing small, interconnectable robotic units called "modules" [29]. Every module is equipped with docking interface in order to join other modules and create large structures together. The advantages of modular robots are adaptability, reliability and potentially lowered costs. Adaptability relates to responses to a changing environment. For example, if a robot wants to overcome an obstacle, the whole structure can reconfigure to a form that can handle it. Robots can also create a rolling structure for faster downhill movement. Reliability refers mainly to the ability to change faulty components and stay operational in the long term. Modular robots also offer the opportunity to produce a large number of identical modules and to reduce the total cost by mass production.

There are many types of modular robots, but all of them have the common ability to somehow connect to other modules. We can distinguish two basic approaches to modular robots’ geometry, modularity and docking [18].

The first approach uses lattice-type modular robots with cubical shape. Each robotic module can slide along other units and thus create and reconfigure large structures from cubes. Telecube [35] is one example of a lattice-type modular robot. Its modules consist of linear actuators on each side of the cube that allow connection and sliding over other modules. Power and data transmitting is also possible through the docking system on each side.

The other modular robot type, chain-type, uses less docking interfaces to generate structures like a snake, a legged robot or a rolling robot. These systems focus mainly on the whole body locomotion in connected state. Moreover creating of these structures is studied in order to perform faster locomotion than an individual module or to overcome the obstacles that are higher than a single robot. The examples of chain-type modular robots are PolyBot [40, 41] and SuperBot [31].
3. MODULAR ROBOTICS

PolyBot organisms consists of graph-like structures with two main module types. The first module called a segment has one degree of freedom and two docking connectors. The other, called a node, has no degree of freedom, but six possible connection interfaces. The SuperBot project has a one type module with two end effectors and one central part. This design has three degrees of freedom that are enough for locomotion in connected state.

3.1 Replicator and Symbrion

The Replicator and Symbrion projects are European research projects. Their funding of around 11M € in sum makes them some of the largest grants in collaborative and evolutionary robotics [22]. The Symbrion project is aimed mainly at artificial evolution and bio-inspired behavior of robot population. This includes artificial immunology, embryology and genetic self-reprogramming [2]. The Replicator project focuses on module development with powerful on-board computing resources. Moreover, every module must be equipped with a large number of sensors (camera, laser, RFID, distance sensors) [22]. Both projects use identical hardware platforms for their research. The modules can be referred to as chain-type. All of them have the same types of docking interfaces with power and network sharing. The main processing unit of all modules is the dual core Blackfin BF561 processor. uClinux with 64MB ram runs on the processor. All sides with PCBs are equipped with sensors whose data are processed by the MSP430F2618 microcontrollers and sent to the processor over Serial Peripheral Interface (SPI). The microcontrollers serve as an interface between the linux operating system and low level sensor measurements and actuator control [19].

In the following sections, three developed modules are introduced which all use the same (previously mentioned) systems and docking interfaces in order to create connected structures.

3.1.1 Scout module

The Scout module is a robot actuated by two tracks that allow movement of a single unit. Also its name refers to the exploration purposes of the Scout module. The robot has a cubical shape of $10 \times 13 \times 10$cm size and the approximate weight of one kilogram including the battery. Despite its main exploration purpose, the robot is also usable in multi robot organisms. With one central rotational joint, the robot has one degree of freedom (DOF) in connected structures. There are four docking interfaces, one on every lateral side, that allow the Scout module to have three modules firmly connected and one adjustable on the central joint. The robot can move in $\pm 90^\circ$ with this joint [17].
3. MODULAR ROBOTICS

3.1.2 Active Wheel module

The Active Wheel module is designed mainly as a module for transportation and replacement of faulty modules. With three omni wheels with 120° shift to each other, the robot can move with 3 DOF during on-floor movement. The module consists of two arms connected by a central joint (hinge) that is capable of 180° rotation. One arm is equipped with two wheels and the other with one (in previous versions also two). Two docking interfaces, able to rotate, are placed on the sides of the central joint. This modular platform is not ideal for multi robot structures, but in special cases it may serve as a foot (a robot between other modules and floor that actuates the whole body).
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3.1.3 KaBot module

The last robotic module is KaBot (or Backbone). This platform specializes in the whole body locomotion in multi robot organisms. With a strong central joint with one degree of freedom, it is better suited in organisms than the Scout module. On the other hand, KaBot is equipped with a 2D screw drive that allows only slow movement on special surfaces. The robot has cubical shape and, like the Scout module, four docking interfaces. At the time of writing this thesis, KaBot platform is under development and therefore all suggested algorithms have been tested only for the Active Wheel and the Scout module.

![KaBot platforms in snake-like organism](image)

**Figure 9:** KaBot platforms in snake-like organism

![Organism with Active wheel and two Scout modules](image)

**Figure 10:** Organism with Active wheel and two Scout modules
4. Dead reckoning

For both Scout and Active Wheel robot modules, a self-localization algorithm was implemented using dead-reckoning (odometry) that was described in section 2.1. All robots in the Symbrion and Replicator projects are equipped with encoders on motors. These encoders are still being developed, therefore the determination of traveled path must be counted only from motor speed setting and elapsed times. In the future, dead-reckoning will be replaced by odometry.

4.1 Scout Robot

The odometry in the Scout robot has been implemented for vehicles with differential drive \cite{24, 11}. Such vehicles use two motors with different speeds for circle paths and the same speed for straight drive. The Scout robot is equipped with tracks of nearly the same behavior as the differential drive wheels. This type of movement has only two degrees of freedom, so it is non-holonomic. Due to this fact, the robot cannot be driven to any position straight, but must be first turned for movement to the required position.

![Figure 11: Model of the Scout Robot movement](image)

As could be seen in figure 11 speeds of tracks \(v_L\) and \(v_R\) are tangents of the traveled path of tracks \(dL\) and \(dR\). Track speeds can be set in the range \([-100, 100]\)\%, where 100\% corresponds with more than one body length per second \cite{19}. At the same track speeds, the
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The robot’s main program measures time intervals $dT$ in milliseconds. The traveled distances $dL$ and $dL$ of the left and right tracks are calculated according to equations (3) and (4).

$$dL_k = l \cdot dT \cdot v_{L,k}$$  \hspace{1cm} (3)

$$dR_k = -l \cdot dT \cdot v_{R,k}$$  \hspace{1cm} (4)

Constant $l$ in the previous equation depends on many parameters like track length, motor gear, real motor speed, surface material, track material and so on. For that reason, $l$ was determined experimentally in section 4.1.1. In the equation for the traveled distance of the left track, constant $-l$ is used because of the reverse speed setting on the right motor.

As the robot usually travels on circular paths, its position could be derived from this knowledge. The following equation for a change in the robot position ($dr_x, dr_y, dr_\phi$) uses transformation from the old robot position to the new one through the center of the circular path [24].

$$\begin{pmatrix} dr_x \\ dr_y \\ dr_\phi \end{pmatrix} = \begin{pmatrix} \frac{b(dy+dR)}{2(dy-dL)} \cdot (\sin(r_{\phi,k-1} + dr_\phi) - \sin(r_{\phi,k-1})) \\ -\frac{b(dy+dR)}{2(dy-dL)} \cdot (\cos(r_{\phi,k-1} + dr_\phi) - \cos(r_{\phi,k-1})) \\ \frac{dL-dR}{b} \end{pmatrix}$$  \hspace{1cm} (5)

The calculation of position change also uses parameter $b$ which is the track (distance) between the tracks. This parameter was determined directly by measuring this distance, but also improved during rotary movement of the Scout Robot.

If the traveled path is nearly straight, then the traveled distances of tracks are nearly the same, which led denominator $2(dy-dL)$ to be close null. In this case, we must use the equations for $dr_x$ and $dr_y$ different from the previous. During straight movement, the change in the robot position is calculated as follows [24].

$$\begin{pmatrix} dr_x \\ dr_y \\ dr_\phi \end{pmatrix} = \begin{pmatrix} dL \cdot \cos(r_{\phi,k-1} + dr_\phi) \\ dL \cdot \sin(r_{\phi,k-1} + dr_\phi) \\ \frac{dL-dR}{b} \end{pmatrix}$$  \hspace{1cm} (6)

4.1.1 Determination of Dead reckoning parameters

From the measurements of the distance really traveled on straight paths, parameter $l$ was determined. This parameter converts set speeds $v_L, v_R$ and time of movement $dT$ in milliseconds to path traveled by each track $dL, dR$. Dependency was observed between these data that is shown in figure [24]. With assumed functional dependency expressed by equation (3) and (4) we obtain parameter $l$. 

---
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Figure 12: Dependency of traveled distance on set speed and traveled time

After fitting the measured data on equations (3) and (4), parameter $l$ was determined to be $l = 1.253e^{-06} \text{ m/s}$. 

4.1.2 Scout self-localization error modeling

Our method used for self-localization belongs among incremental localization methods. This is why this method has an additive localization error. The error must be declared in our SLAM algorithm in time update 6.1 of the EKF and therefore we must determine an error model. As an indicator of the robot self localization error, covariance matrix $P_{od}$ is used.

We assume that parameters $l$ and $b$ are determined accurately, and that all generated localization errors are not due to wrong determination of these constants. Variances $\sigma_{dL}, \sigma_{dR}$ of traveled distances are considered to be equal. Both were determined with the same data as constant $l$ from the previous section. The outcome of equation 6 for position change was used as mean $\mu_{dL} = \mu_{dR}$ of traveled distance. The error in the determination of position after traveling straight path is displayed in figure 13.
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![Scout Robot odometry error dependence on traveled straight path](image)

Figure 13: Dependency of odometry error on traveled distance

The figure shows that the errors are nearly constant and also that are higher in short distances. In short distances, the error is usually bigger error due to the delay in constant speed setting. Using the standard equation for population variance (7) on measured traveled distances, we get variances \( \sigma_{dL}^2 = \sigma_{dR}^2 = 9.287e^{-06} \text{m}^2 \) which corresponds with standard deviation \( \sigma_{dL} = \sigma_{dR} = 0.00305 \text{m} \).

\[
\sigma_{dL}^2 = \sum_{i=1}^{n} (x_i - \mu_{dR})^2 \quad (7)
\]

Odometry covariance matrix \( P_{od} \) that is used in the EKF-SLAM time update is of the following form:

\[
P_{od} = \begin{pmatrix}
\sigma_x^2 & 0 & 0 \\
0 & \sigma_y^2 & 0 \\
0 & 0 & \sigma_{\phi}^2
\end{pmatrix} \quad (8)
\]

Variances of position \( \sigma_x^2, \sigma_y^2 \) and \( \sigma_{\phi}^2 \) are calculated from the above measured variances \( \sigma_{dL}^2 \) and \( \sigma_{dR}^2 \) using Taylor expansion of odometry equations (5) for circular path or (6) for straight path.

For arbitrary function \( z = f(x,y) \) with variables \( x \) and \( y \), variance \( \sigma_z^2 \) could be determined using the following formula (9).

\[
\sigma_z^2 = \left( \frac{df}{dx} \right)^2 \sigma_x^2 + \left( \frac{df}{dy} \right)^2 \sigma_y^2 \quad (9)
\]
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For odometry equations we determined position variances for circular path as:

\[
\sigma_x^2 = \left( \frac{bdR}{(dR - dL)^2} (\sin(r_{\phi,k}) - \sin(r_{\phi,k-1})) + \frac{dL + dR}{2(dR - dL)} \cos(r_{\phi,k}) \right)^2 \sigma_{dl}^2 + \\
+ \left( \frac{-bdL}{(dR - dL)^2} (\sin(r_{\phi,k}) - \sin(r_{\phi,k-1})) - \frac{dL + dR}{2(dR - dL)} \cos(r_{\phi,k}) \right)^2 \sigma_{dr}^2
\]

\[
\sigma_y^2 = \left( \frac{-bdR}{(dR - dL)^2} (\cos(r_{\phi,k}) - \cos(r_{\phi,k-1})) + \frac{dL + dR}{2(dR - dL)} \sin(r_{\phi,k}) \right)^2 \sigma_{dl}^2 + \\
+ \left( \frac{bdL}{(dR - dL)^2} (\cos(r_{\phi,k}) - \cos(r_{\phi,k-1})) - \frac{dL + dR}{2(dR - dL)} \sin(r_{\phi,k}) \right)^2 \sigma_{dr}^2
\]

\[
\sigma_{\phi}^2 = \frac{1}{b^2} \sigma_{dl}^2 + \frac{1}{b^2} \sigma_{dr}^2
\]

The resulting equations are quite long for running every loop inside the control program of the robot. This disadvantage could be eliminated by separating identical parts of the equations and re-using of sub-results.

In the case of straight paths, the position change equations are simpler, which also leads also to the simplification of the position variances equations (11).

\[
\sigma_x^2 = \left( \frac{1}{2} \cos^2(\phi_{r,k}) + \frac{(dL + dR)^2}{2b^2} \sin^2(\phi_{r,k}) \right) \sigma_{dl}^2
\]

\[
\sigma_y^2 = \left( \frac{1}{2} \sin^2(\phi_{r,k}) + \frac{(dL + dR)^2}{2b^2} \cos^2(\phi_{r,k}) \right) \sigma_{dl}^2
\]

\[
\sigma_{\phi}^2 = \frac{2}{b^2} \sigma_{dl}^2
\]

With the above equations we could determine an additional error after every change of the Scout robot position. This uncertainty is expressed by covariance matrix \( P_{od} \) and is added to the state covariance matrix in the EKF time update.

4.2 Active Wheel

The model of the Active Wheel module’s odometry differs from the Scout module. All three wheels are omnidirectional with inclination of 120° to each other. The kinematics of this module is also dependent on the actual position of the central joint (located in \( S_r \) in the diagram [14]). The decrease of the central joint angle \( \alpha \) implies a reduction of distance \( L_3 \) which is parameter in Active Wheel’s odometry equations (15).
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Figure 14: A diagram of Active Wheel kinematics from top view.

From the robot global speed \((\dot{x}, \dot{y}, \dot{\phi})^T\), the robot rotation \(r_\phi\) and the placement of wheels on robot, the actual speed of wheels \(\dot{\phi}_i\) is determined as follows:

\[
\begin{bmatrix}
\dot{\phi}_1 \\
\dot{\phi}_2 \\
\dot{\phi}_3
\end{bmatrix} = \frac{1}{r_\phi} A \begin{bmatrix}
\dot{x} \\
\dot{y} \\
\dot{\phi}
\end{bmatrix} = \frac{1}{r} \begin{bmatrix}
-sin(\delta + \phi) +cos(\delta + \phi) -L_{12} \\
-sin(\delta - \phi) -cos(\delta - \phi) -L_{12} \\
\cos(\phi) \sin(\phi) -L_3
\end{bmatrix} \begin{bmatrix}
\dot{x} \\
\dot{y} \\
\dot{\phi}
\end{bmatrix} \tag{12}
\]

For self-localization purposes, an inverse expression is important which determines the robot global speed in \(x, y, \phi\) from its wheel speeds. As in \cite{27} we derived this expression using the inverse of matrix \(A\).

\[
\begin{bmatrix}
\dot{x} \\
\dot{y} \\
\dot{\phi}
\end{bmatrix} = r D \begin{bmatrix}
-L_{12}sin(\phi) - L_3cos(\delta - \phi) \\
L_{12}cos(\phi) + L_3sin(\delta - \phi) \\
-cos(\delta)
\end{bmatrix} \begin{bmatrix}
\dot{\phi}_1 \\
\dot{\phi}_2 \\
\dot{\phi}_3
\end{bmatrix} \tag{13}
\]

where \(D\) is the discriminant of matrix \(A\).

\[
D = 2cos(\delta) (L_{12} + L_3sin(\delta)) \tag{14}
\]

After the integration of equation \(13\), we obtain an expression for a change in the robot position \((dx, dy, d\phi)^T\) according to the robot wheel velocities and time step \(dT\). This simplification expects constant velocity during the time step and led to substitution \(d\phi_i = nd\dot{\phi}_i\).

Variable \(d\phi_i\) is then the traveled distance of a specific wheel in meters and constant \(n\) is for the conversion between set motor speeds, time \(dT\) in milliseconds and one wheel traveled path in meters.

\[
\begin{bmatrix}
dS_{L,x} \\
dS_{L,y} \\
dS_{L,\phi}
\end{bmatrix} = r D \begin{bmatrix}
-L_{12}sin(\phi) - L_3cos(\delta - \phi) & L_{12}sin(\phi) - L_3cos(\delta + \phi) & 2L_{12}cos(\delta)cos(\phi) \\
L_{12}cos(\phi) + L_3sin(\delta - \phi) & -L_{12}cos(\phi) - L_3sin(\delta + \phi) & 2L_{12}cos(\delta)sin(\phi) \\
\cos(\delta) & \cos(\delta) & \sin(2\delta)
\end{bmatrix} \begin{bmatrix}
d\phi_1 \\
d\phi_2 \\
d\phi_3
\end{bmatrix} \tag{15}
\]
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The previous equation calculates the change in the position of point $S_L$ which is intersection of wheel axes. The real position of the Active Wheel module is measured to the center of the hinge joint $S_r$. In order to get the change of the real robot position $(dr_x, dr_y, dr_\phi)^T$, we need to convert the position of point $S_r$ to $S_L$ with the old angle $r_{\phi,k-1}$ and back with the new angle $r_{\phi,k}$. The final odometric change equation is of the following form.

\[
\begin{pmatrix}
  dr_x \\
  dr_y \\
  dr_\phi
\end{pmatrix} = 
\begin{pmatrix}
  dS_{L,x} \\
  dS_{L,y} \\
  dS_{L,\phi}
\end{pmatrix} + \begin{pmatrix}
  \sin(r_{\phi,k-1}) - \sin(r_{\phi,k}) \sin(\tfrac{\phi}{2}) \\
  -\cos(r_{\phi,k-1}) + \cos(r_{\phi,k}) \sin(\tfrac{\phi}{2}) \\
  0
\end{pmatrix}
\]  

(16)

The previous conversion between these points depends on the actual angle on the central joint $\alpha$, that also changes the size of distance $L3$ during its change.

4.2.1 Determination of odometry parameters

For the optimal calculation of odometry change, parameter $n$, the dependency between wheel speed during the time interval and traveled distance should be correctly determined. We used two scenarios of traveled distance measurement. The first, using all three wheels, was movement along the robot’s x axis with a zero rotation of the robot. For this movement, speed 50% on first two wheels and speed -100% on third wheel was used. By adding these speeds, we get speed 200% in the x-direction. In the second method, only the two first motors were used. With opposite speeds on these wheels, movement in the robot’s y-direction was achieved.

The measured traveled distances in the x and y directions are in the following figure. The data from both methods of movements were fitted to equation 13.

![Fitting of measured traveled distance in the x and y directions](image)

Figure 15: Fitting of measured traveled distance in the x and y directions
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For movement in the y-direction, half speed was used, so the traveled distances are shorter. For motion with the Active Wheel, we only use two or three wheels, so the average constant between two wheel and three wheel constant \( n = 1.025e^{-06} \frac{m}{s^2} \) will be used as the resulting constant.

4.2.2 Modeling of the Active Wheel self-localization error

The Active Wheel odometry error model is different from the model in the Scout robot. The traveled distance of one wheel is badly measured, therefore we used the same data for odometry modeling as for parameter determination. Since we expect cumulative error of odometry, we use variance proportional to the traveled distance \([10]\). For motion in the x and y directions, we assume the same increase of variance \( \sigma^2_x = j^2_{xy} |dx| \). Constant \( j_{xy} \) is determined from the observed errors. In figure [17] squared errors are displayed with dependence on traveled position both in the x and y directions.

![Fitting odometry error function](image)

Figure 16: Fitting of error for the x and y motion

The linear equation of the resulting variance is \( \sigma^2_x = 7.53e^{-5} dx \) m\(^2\) and \( \sigma^2_y = 7.53e^{-5} dy \) m\(^2\). For the calculation of error in the robot rotation, additional measurement was done only with rotation movement of the robot. Constant \( j_{xy} \) is not applicable to rotation angle \( \phi \), because the error of this angle was proved to be larger.
The odometry error of rotation movement is approximately one hundred times bigger than that for movement in the x and y directions. The equation that is used for the robot rotation variance is \( \sigma_\phi^2 = 1.22e^{-3}d\phi \text{ rad}^2 \).
5 Landmark detection

In this thesis roundel pattern was used as a landmark. The detection of this pattern in camera vision is described in [16]. The algorithm can calculate $x, y, z$ and $\phi$ coordinates relatively to the camera position.

![Landmark shape with outer diameter $d_1$ and inner diameter $d_2$](image)

Figure 18: Landmark shape with outer diameter $d_1$ and inner diameter $d_2$

First, the detection algorithm finds continuous areas of dark pixels in camera image. Then the isolated regions of such areas are determined. These regions are tested for their circularity and whether they have a white region in the middle [14]. From a detected landmark inside an image and its image size, $x, y, z, \phi$ position parameters of the pattern relatively to the camera position can be determined. Coordinate $x$ is calculated by comparing the landmark’s real size and the landmark’s size inside the image. Parameters $y$ and $z$ are determined from the position of landmark in the image ($x$ and $y$ distance from image center). The last parameter that could be calculated is $\phi$. This angle, between the camera and the blob, is measured from the difference between horizontal $d_2$ and vertical diameter $d_3$ of the pattern. Especially the horizontal diameter is reduced if the landmark is viewed from a non-zero angle and a circle is observed as an eclipse. So the algorithm for circle detection returns very precisely landmark angle in an absolute value. An angle sign is determined by comparing the positions of white and black circle middles. If the white circle becomes only a dot in the eclipse, then this dot will not be in the center, but will be shifted to the side closer to camera.
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Figure 19: Camera and landmark scheme with measured parameters $x, y$ and $\phi$ from top view

For better a visual differentiation of the detected landmark in camera vision, the blob is colored after recognition. In the following pictures, shots of the robot’s visions during landmark detection are shown.

Figure 20: Landmark in the robot’s vision before detection(left) and after detection(right)

In our further work, we do not use coordinate $z$ (except conversion of detection on Active Wheel 5.3.2), because we only expect movement on a flat area. Also, we used only coordinates $x$ and $y$ to distinguish between two landmarks due to the inaccuracy in $\phi$ determination.

5.1 Camera calibration

The camera was calibrated using the Camera calibration toolbox for matlab [9]. For optimal determination of a landmark relative position, calibration file `Calib_Results.m` was generated. This file contains data about the camera’s focal length, principal point, and distortions. In the camera calibration toolbox, various various camera images of planar checkerboard were used. On every one of these images, corners were extracted as in figure 21. From this extraction and the real size of squares, data were computed for calibration file.
5. LANDMARK DETECTION

5.2 Pattern measurement accuracy

The extended Kalman filter, used in our SLAM algorithm, calculates input data with their uncertainties. In this case, the input data are $x$, $y$ and $\phi$ positions of landmark. Suppose that the camera measurement has normal distribution and that the three measured parameters are independent. In the Kalman filter we use covariance matrix $Q$ as the declaration of measurement uncertainty. The form of covariance matrix is:

$$Q = \begin{pmatrix} \sigma_x^2 & 0 & 0 \\ 0 & \sigma_y^2 & 0 \\ 0 & 0 & \sigma_\phi^2 \end{pmatrix}.$$  \hspace{1cm} (17)

Since we assumed that the measured data are independent, the covariance matrix has a diagonal form. For the determination of $\sigma_x^2$, $\sigma_y^2$ and $\sigma_\phi^2$ several measurements were done from different positions and with different angles. The variances of measured coordinates $x$ and $y$ could be considered to be dependent on the camera-landmark distance, but according to figures 22 and 23 they are independent of the distance.

![Figure 21: Extraction of square corners in Camera Calibration](image)

![Figure 22: Variance of measured x distance](image)
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Variance $\sigma_x^2$ has a maximum value of $1.094e^{-6}m^2$ that corresponds with an average error of 1.04mm. This error is made by the computation of it's value from a small and inaccurate camera image. For further filtering inside the EKF, this precision is fairly sufficient compared to other inaccuracies. Variance $\sigma_y^2$ is ten times smaller, approximately $0.808e^{-7}m^2$. The measurement of $m_y$ is actually more precise due to determination from the position inside the image and not only the pixel size of the pattern as $m_x$.

The most inaccurate measured parameter is angle $\phi$. For angles in the interval $(-0.2, 0.2)$ rad, the measured data oscillate around zero with a minimum of $\pm0, 106$ rad. This effect led to high variance in this interval.

Due to the big difference in variance in interval $(-0.2, 0.2)$ rad and outside of it, variance will be simplified and considered to be constant $2.38e^{-5}$ rad$^2$ outside this interval and $1.08e^{-2}$ rad$^2$ inside.
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5.3 Reusability of camera measurement

As there are two main modules in the Replicator and Symbion projects (3.1), the measured position of the circle pattern has to be interpreted according to the camera placement on the robot module and the module structure. The detected circle position will always be transformed to the robot movement center.

5.3.1 Scout Module

The Scout robot (figure 7) has a camera placed on its front immobile board. The movement center of the scout module is in intersection of two lines. The first line goes in the middle between tracks parallel to the track movement. The other one goes through the middle of the contact area of both tracks with the ground. To this position, the landmark \( u_x, u_y, u_\phi \) measurement is transformed according to equation 18.

\[
\begin{bmatrix}
u_{x,S} \\
v_{y,S} \\
u_{\phi,S}
\end{bmatrix}
= \begin{bmatrix}
u_x \\
v_y \\
u_\phi
\end{bmatrix}
+ \begin{bmatrix}
0.049 \\
-0.018 \\
0
\end{bmatrix}
\tag{18}
\]

This transformation is simple translation from the position of the camera to the movement center. Angle \( u_\phi \) remains unchanged.

5.3.2 Active Wheel Module

For the ActiveWheel module, the transformation of measurement is not only translation. As the main central joint could be arbitrarily positioned, the transformation has to count with the actual position of this joint. Camera calculation is complicated by the camera’s of placement in one of the robot’s arms. In case, the angle \( \alpha \) of the middle joint is different from 180°, the camera image is also turned \( \alpha/2 \) degrees. The following equation defines the transformation of the camera measurement to center of movement that is placed in the central of the mentioned joint.

\[
\begin{bmatrix}
u_{x,AW} \\
u_{y,AW} \\
u_{\phi,AW}
\end{bmatrix}
= \begin{bmatrix}
u_x \\
u_y \\
-u_\phi
\end{bmatrix}
+ \begin{bmatrix}
\cos\left(\frac{\pi}{2} - \frac{\alpha}{2}\right) & -\sin\left(\frac{\pi}{2} - \frac{\alpha}{2}\right) \\
0 & 0 \\
0 & 0
\end{bmatrix}
\begin{bmatrix}
u_y \\
u_z
\end{bmatrix}
+ \begin{bmatrix}
0.04 \\
0.06
\end{bmatrix}
\tag{19}
\]

Angle \( u_\phi \) is measured correctly despite the fact that the eclipse that is seen by the camera is rotated. Only a changed sign of this angle was observed.
6 EKF SLAM Algorithm

Simultaneous localization and mapping (SLAM) is one of the most studied problems of mobile robotics. The SLAM algorithm is needed when a robot does not have a map of the environment where it operates. The map, in our case, consists of static landmarks. This map is built during the robot movement. The circles from section 5 are used as landmarks, placed in docking stations, or optionally on obstacles. The robot position from self-localization calculation has an increasing error that is reduced during the second and following observations of a landmark.

There are four input parameters in this algorithm. The first one is the measured position of the landmark \( u_t = (u_x, u_y, u_\phi)^T \) (this position is relative to the robot position). The second parameter is estimated position change \( dr_t = (dr_x, dr_y, dr_\phi)^T \). The last are the state vector \( \mu_{t-1} \), that holds both robot position and map, and covariance matrix \( P_{t-1} \). The structure of the state vector is as in equation (20).

\[
\begin{pmatrix}
    r_x \\
    r_y \\
    r_\phi \\
    m_1 x \\
    m_1 y \\
    m_1 \phi \\
    m_2 x \\
    m_2 y \\
    m_2 \phi \\
    \vdots \\
    m_N x \\
    m_N y \\
    m_N \phi
\end{pmatrix}
\] (20)

The first three rows hold the robot position and the other \( 3N - 3 \) rows contain positions of \( N \) mapped landmarks. The size of the covariance matrix is \( (3N - 3) \times (3N - 3) \). It’s content corresponds to the state vector.

As in the standard extended Kalman filter (EKF) algorithm described in 37, the computation could be divided into two main parts and one optional part:

1. **Time update 6.1 (‘Prediction’)**
   The odometry change is projected in the state vector prediction and also the covariance matrix is increased according to the odometry error during the robot movement.

2. **Landmark initialization 6.2**
   If an observed landmark is not among the mapped landmarks, then the new landmarks’s position is added to the state vector. The covariance matrix is expanded accordingly.
3. Measurement update 6.3 (‘Correction’)
In this part, an observed position of a landmark is compared with the correspond-

ing mapped landmark. From the difference between these two, the state vector and
covariance are improved.

\[
\begin{align*}
\text{Time Update} \quad \text{('Prediction')} & \quad \text{Landmark already} \\
\text{Camera measurement} & \quad \text{observed} \\
\text{Position change} & \quad \text{yes} \\
\text{Landmark initialization} & \quad \text{no} \\
\text{Landmark initialization} & \quad \text{Measurement Update} \quad \text{('Correction')} \\
\text{Camera measurement} & \quad \text{no} \\
\text{Position change} & \quad \text{yes}
\end{align*}
\]

Figure 25: Diagram of SLAM algorithm

For further research of SLAM, transformations between the robot global position \( r_k \), k-
th landmark global position \( m_k \) and landmark relative position \( y_k \) (viewed position) are
needed. Especially \( y_k \) is important to determine the landmark’s and robot’s position errors
during multiple observation of the same landmark.

Transformation to relative position \( y_k \) (the same as camera measurement) is described by
function \( h(r_k, m_k) \).

\[
y_k = h(r_k, m_k) = \begin{pmatrix}
\cos (-r_\phi) & -\sin (-r_\phi) & 0 \\
\sin (-r_\phi) & \cos (-r_\phi) & 0 \\
0 & 0 & 1
\end{pmatrix}
\begin{pmatrix}
m_{x,i,k} - r_{x,k} \\
m_{y,i,k} - r_{y,k} \\
m_{\phi,i,k} - r_{\phi,k}
\end{pmatrix}
\]

(21)

\[
m_k = g(r_k, y_k) = \begin{pmatrix}
\cos (r_\phi) & -\sin (r_\phi) & 0 \\
\sin (r_\phi) & \cos (r_\phi) & 0 \\
0 & 0 & 1
\end{pmatrix}
\begin{pmatrix}
y_{x,k} \\
y_{y,k} \\
y_{\phi,k}
\end{pmatrix} + \begin{pmatrix}
r_{x,k} \\
r_{y,k} \\
r_{\phi,k}
\end{pmatrix}
\]

(22)
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The following figure shows a possible configuration of the robot and landmark in the global coordinate system $x, y$.

![Figure 26: Transformation between landmark position $m_k$, robot position $r_k$ and viewed position of landmark $u_k \approx y_k$](image)

For the purposes of the Kalman filter linear equations are needed rather than the equations described above. The extended Kalman filter uses linearized functions, especially their Jacobians. For both functions $g(r_k, y_k)$ and $h(r_k, m_k)$, we use a first degree Taylor expansion.

Jacobian $H_k$ is calculated in $p_k$ with respect to the robot position $r_k$ and landmark global position $m_k$.

$$H_k = \begin{pmatrix} -\cos(-r_\phi) & \sin(-r_\phi) & \sin(-r_\phi)(m_{x,k} - r_{x,k}) + \cos(-r_\phi)(m_{y,k} - r_{y,k}) & \cos(-r_\phi) & -\sin(-r_\phi) & 0 \\ -\sin(-r_\phi) & -\cos(-r_\phi) & -\cos(-r_\phi)(m_{x,k} - r_{x,k}) + \sin(-r_\phi)(m_{y,k} - r_{y,k}) & \sin(-r_\phi) & \cos(-r_\phi) & 0 \\ 0 & 0 & -1 & 0 & 0 & 0 \end{pmatrix} \quad (23)$$

$G_k$ is the Jacobian of function $g(r_k, y_k)$ with respect to the robot position and landmark measured position.

$$G_k = \begin{pmatrix} 1 & 0 & -\sin(r_\phi)y_{x,k} - \cos(r_\phi)y_{y,k} & \cos(r_\phi) & -\sin(r_\phi) & 0 \\ 0 & 1 & \cos(r_\phi)y_{x,k} - \sin(r_\phi)y_{y,k} & \sin(r_\phi) & \cos(r_\phi) & 0 \\ 0 & 0 & 1 & 0 & 0 & 1 \end{pmatrix} \quad (24)$$

In our solution of the SLAM algorithm, observed landmarks are tested for their existence.
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in the map using the Euclidean distance. If the distance between an observed landmark and the already mapped landmarks is longer than set distance $r$ (for most experiments was $r = 0.35m$). An other possibility is to use the Mahalanobis distance that also takes into account the actual state covariance and based on it calculates the possible area of landmark position.

6.1 Time Update

During time update, state vector and covariance matrix are predicted according to equations (25) and (26). The only parts that are changed during time update are those associated with robot position. Predicted state vector $\overline{\mu}_k$ is calculated form state vector in previous step $k - 1$ and self-localization change $(dr_x, dr_y, dr_\phi)^T$.

$$\overline{\mu}_k = \mu_{k-1} + \begin{pmatrix} dr_x \\ dr_y \\ dr_\phi \\ 0 \\ \vdots \\ 0 \end{pmatrix}$$ (25)

To the state covariance matrix is added covariance matrix of odometry change $P_{od}$ that was discussed in section 4.1.2 and 4.2.2. Equation (26) represents rise in uncertainty of the robot’s position after movement. Parts of state covariance matrix that correspond with landmarks positions do not change, because their position is unchanged.

$$\overline{P}_k = P_{k-1} + \begin{pmatrix} P_{od} & 0 & \cdots & 0 \\ 0 & 0 & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & 0 \end{pmatrix}$$ (26)

6.2 New landmark initialization

New landmark position is initialized inside map using $m_k = g(u_k, r_k)$ from equation (22). Other option discussed in [37] is to initialize landmark positions to $(0, 0, 0)^T$. This initialization is better for situations where more observation are guaranteed after initialization. In our case, initialization using function $g$ give us the best possible estimation of landmark global position.

New landmark position $m_k = (m_{x,k}, m_{y,k}, m_{\phi,k})^T$ is added to the end of predicted state vector $\overline{\mu}_k$.

$$\overline{\mu}_k = \begin{pmatrix} \overline{\mu}_k \\ m_k \end{pmatrix}$$ (27)
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Assuming that covariance matrix $P_k$ could be divided to

$$
P_k = \begin{pmatrix} P_r & P_{mr}^T \\ P_{mr} & P_{mm} \end{pmatrix},
$$

we can use subparts of this matrix during landmark initialization. Part $P_r$ is covariance matrix of robot position. This part is updated during robot motion in time update of Kalman filter. Matrix $P_{mr}$ is cross-variance between robot and landmark positions. Non-zero $P_{mr}$ guarantee improvement of robot’s position according to landmark’s difference between landmark map position and observed position. The larges part of covariance matrix is $P_{mm}$, which is covariance between mapped landmarks. Non-zero $P_{mm}$ causes change in multiple landmark’s positions if one of them is changed.

If new landmark is mapped, then parts $P_{mr,new}$ and $P_{mm,new}$ are calculated using equations (29) and (30).

$$
P_{mr,new} = G_r \left( P_{rr} P_{mr}^T \right)
$$

$$
P_{mm,new} = G_r P_{rr} G_r^T + G_y Q G_y^T
$$

In previous equations were also used parts of jacobian matrix $G_k$, that can be divided into two parts.

$$
G_k = \begin{pmatrix} G_r \\ G_y \end{pmatrix}
$$

Part $G_r$ is derivation of function $g(r_k, y_k)$ with respect to robot position $r_k$ and $G_y$ is derivation of same function with respect to measured landmark position.

Newly created cross-variance $P_{mr,new}$ and landmark variance $P_{mm,new}$ are then connected to the end of state covariance matrix.

$$
P_k = \begin{pmatrix} P_k & P_{mr,new}^T \\ P_{mr,new} & P_{mm,new} \end{pmatrix}
$$

6.3 Measurement Update

In this part, we use predicted state vector and covariance matrix from previous sections. We also assume existence of correspondence between observed landmark and mapped landmark.

From predicted robot position $(\tilde{r}_x, \tilde{r}_y, \tilde{r}_\phi)^T$ and corresponding landmark mapped position $(\bar{m}_x, \bar{m}_y, \bar{m}_\phi)^T$ we calculate jacobian $H$ using equation (23). This matrix defines change of robot position and landmark mapped position from error of observed position.
Innovation (residual) \[ z_k \] calculates error between observed position of landmark and mapped landmark.

\[
z_k = u_k - h(\tau_k, \mathbf{m}_{i,k}) \tag{33}
\]

This vector tells us how much the position of landmark inside robot vision is far from position where robot expect it.

In next step we calculate Kalman gain \[ K \] which is \[ 3N + 3 \times 3 \] matrix that define how innovation \[ z_k \] changes predicted state vector and predicted covariance matrix. Accurate calculation of Kalman gain is one of the crucial part of whole algorithm. Kalman gain is matrix that resolve whether improve robot position rather than landmark position. For that reason was part about landmark measurement error so important, because following equation uses landmark covariance matrix \[ Q \].

\[
K = \mathbf{P}_k H_k^T (H_k \mathbf{P}_k H_k^T + Q)^{-1} \tag{34}
\]

Last part of whole algorithm is reflection of innovation \[ z_k \] to predicted state and predicted covariance matrix.

\[
\mu_k = \bar{\mu}_t + K z_k \tag{35}
\]

\[
\mathbf{P}_k = (I - KH_k) \bar{\mathbf{P}}_k \tag{36}
\]

New predicted state vector \[ \mu_k \] and covariance matrix \[ \mathbf{P}_k \] are then used in future runs of algorithm. Especially covariance matrix should have smaller variances of robot position after correction using landmark measurement.
7 Experimental results

In this section, we will verify the abilities of the suggested SLAM algorithm. These include settling of a landmark global position, improvement of self localization, mapping capability and loop closing effect.

7.1 Statical observation of a landmark

In this part we prove the correct function of our SLAM algorithm on the observation of one landmark with no movement of the robot. By this, we mainly check transformation between camera measurement and the robot position. The result should be an accurate position of the landmark with lower changes(errors) than the measurement itself.

![Image](image.png)

Figure 27: Comparison of measured and filtered location of a landmark

In figure 27, good filtering of the EKF-SLAM algorithm is shown. At every one time step, one camera measurement as well as filtering is done. During the first observations of a landmark, the landmark position in the map is changing quite a lot according to the measured position. After ten or less steps, the landmark position stabilizes on final the position.
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7.2 Localization improvement using SLAM

The main advantage of the SLAM algorithm is not only building a map during the robot movement in an unknown environment, but also the improvement in self localization. As all incremental localization methods, including odometry and dead reckoning, have cumulative error, the localization must be corrected by other systems. The implemented robot self-localization relies on speed setting without feedback, therefore the error increases quite quickly. This section demonstrates the effect of map based localization, that is a part of the SLAM algorithm on the resulting robot position.

![Comparison of odometry and SLAM x axis localization](image)

Figure 28: Comparison of odometry and SLAM x axis localization

Figure 28 shows correction of the robot position by localization both from odometry and one landmark. During this experiment, the robot moves in the x axis direction only. After driving 0.66 meters, the error was nearly a 3 centimeters difference between the robot real position, measured by external localization, and the robot odometry position. When the robot does not move (horizontal lines in figure), the position is improved from landmark observations. The SLAM position is nearly the same as external robot localization, or visually trying to be the same. Especially in time 25-30s the red line that represents SLAM position is approaching the real position of robot, measured by external localization. During the same x-direction motion, state covariance matrix $P$ enlarges its element that represents uncertainty of the robot x position. The following figure 29 shows uncertainty progress of the robot and landmark positions.
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Figure 29: Comparison of odometry and SLAM x axis localization

The initial position of the robot is set at zero with zero uncertainty. After every movement, the position uncertainty enlarges. As the landmark measurement has lower variances, after every landmark observation, the robot position uncertainty is reduced. If there is enough observation, the robot’s position uncertainty decreases exponentially to landmark position uncertainty.

7.3 Mapping with SLAM

The generated map has a vector representation with the Cartesian location of mapped landmarks. As the EKF-SLAM is a probabilistic algorithm, the covariance matrix P is also a part of the generated map, because it represents precision of position for each landmark.

Figure 30: Experimental arena with landmarks and initial position of Active Wheel
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Mapping was tested inside a square arena with a landmark on each wall. Real positions of the landmarks were measured for a comparison with the generated map. The problem of measuring the real positions of landmarks is that the initial position of the robot is hard to determine, especially the initial heading of Active Wheel. The robot performs mapping by repeatedly turning around its center of movement. When the robot again observes the first landmark (the right landmark in figures and ), we can call it "loop closing", which is crucial, because all the previously mapped landmarks are shifted in the map according to the difference of the first.

![Map generation with real position of landmarks](image)

Figure 31: Resulting map

The resulting map in figure shows some key factors of the algorithm. The position of landmarks stabilizes itself a little slowly, which results in a large variance of landmark positions (especially the second landmark). In spite of this fact, the resulting landmark positions have an average position error of 0.0129m. This error looks too big, but with further analysis we realized that the mapping error is caused by bad determination of initial heading (rotation of front). In figure we can see that all landmark positions are rotated around the first landmark (red). The first landmark is mapped in the beginning, even before the robot moves, so the position is accurate. During the next rotation movement the robot maps other landmarks with the initial error of heading, so landmarks 2, 3 and 4 are mapped with this error.

Despite the initial error of the robot position, the resulting map is applicable in the following self-localization improvement and during possible map merging with other modules.
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7.4 Loop closing

Loop closing denotes a situation when the robot observes the first landmark again after having added other landmarks to the map. During this, the positions of the landmarks mapped until loop closing are shifted in the map according to the difference of the first landmark. This phenomenon is caused by existing covariance between the mapped landmarks.

Loop closing is also one of the major advantages of SLAM compared to simple mapping using self-localization. Simple mapping usually only improves the position of the observed landmarks, while in loop closing the first landmark position after a long-time operation can differ so significantly that the observed landmark will be denoted as a new one. This situation can be eliminated by using SLAM where loop closing ensures the consistency of the map.

During the Loop closing some errors can occur due to the bad error models of landmark measurement or self-localization. In such cases, the mapped landmarks can change their positions inside the map so significantly that the resulting map is unusable.

In the following figure, the positions of the mapped landmarks closely before loop closing and after loop closing are compared.

Figure 32: Loop closing effect on mapped landmarks

As seen in the previous figure, the effect of loop closing is positive. Particularly the last mapped landmark (the bottom landmark) improves its position. The left landmark (mapped as the third) changes its position as well. These two landmarks are affected by loop closing most, as they have not yet stabilized their positions and the loop closing comes immediately after their addition to the map. On the other hand, the first two landmarks
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(the right and the top) stay in the same positions. The robot position after the observation of the first (the right) landmark in loop closing also changes its position in order to balance the difference between the observation of the landmark and its map position.
8 Conclusion

In this thesis we developed an algorithm for Simultaneous Localization and Mapping (SLAM) based on a camera circular pattern detection. The whole algorithm was implemented on robotic platforms from the Replicator and Symbion projects which are both aimed at the research of modular robotics focusing on bio-inspired behavior.

At the beginning, we designed self-localization of single modules using dead-reckoning. Due to faulty motor rotation encoders, the self-localization was realized with a motor speed setting and an elapsed time of movement. From the used equation for a differential drive (Scout module) and a three omni-wheel drive (Active Wheel module), we determined odometry parameters by measuring the traveled distances. Using the same data, we also determined odometry error model that is needed to establish Kalman filter Gains for SLAM.

In the section 5, we analyzed camera measurements of cycle patterns. For precise camera measurements, a calibration of the camera was necessary. An error model of camera measurement that is also needed inside SLAM was defined in the next step. Due to a different placement of the camera in robot platforms, the measurements of landmarks have to be converted to the movement center of used platforms.

In the next section we introduced extended Kalman filter SLAM algorithm. The developed solution is capable of mapping circular pattern landmarks. From the mapped landmark, robots can improve their positions during the following observation of the same landmark. As incremental self-localization using elapsed time has additive error, improvement is needed in a long-term use of the robotic module.

At the end we verified the implemented solution by several experiments. At first, we proved filtering with a statical robot on one landmark. The resulting position of landmark stabilizes though the measurements are still noisy. In section 7.2 we analyze self-localization improvement with SLAM. Using of one landmark measurement during the robot’s stops between movement, the resulting robot position from the SLAM algorithm always approaches the robot real position measured by external localization. Comparing figures 28 and 29, we can see that the landmark position is also improved and the improvement is bigger until the robot position uncertainty is not higher than the landmark position uncertainty.

In chapter 7.3 is verification of the SLAM mapping capabilities. Although the generated map differs a little (1.29cm) from the real map, the resulting map is consistent and could be used for other purposes.

The last experiment analyzed Loop closing effect on the generated map. Positions of both landmark and robot are affected by loop closing. The most affected were the last two mapped landmarks and also robot position.

Future work on this SLAM solution will include application of motor encoders for better self localization of individual modules. Also, the map generated during on-floor movement could be used in multi-robot organisms. With additional modifications of camera measurement and by incorporation of the z-axis position of the robot and landmark, the algorithm could be used as an estimator of the robot position in robotic organisms. Additional improvement that allow landmark detection during robot’s motion will be done.
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Appendix

CD Content

In table 1 are listed names of all root directories on CD

<table>
<thead>
<tr>
<th>Directory name</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>bp</td>
<td>bachelor thesis in pdf format.</td>
</tr>
<tr>
<td>sources</td>
<td>source codes</td>
</tr>
<tr>
<td>data</td>
<td>measured data for experiments</td>
</tr>
</tbody>
</table>

Table 1: CD content