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magisterský

Obor: Kybernetika a měřeńı
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Abstrakt

Ćılem této práce je navrhnout a implementovat simulátor bezdrátových śıt́ı, který bude

použit v multi-agentńı platformě A-globe pro simulaci bezdrátové komunikace. Tento

simulátor by měl umožnit specifikovat přenosové výkony , citlivosti přij́ımač̊u a ześıleńı

antén u simulovaných entit a dále také definovat překážky neprostupné pro rádiový

signál - buď manuálně uživatelem, nebo pomoćı extrakce z výškové mapy simulovaného

prostřed́ı.

V této práci se budu zabývat problematikou přenosu rádiového signálu a simulace

bezdrátový śıt́ı, přibĺıž́ım základńı prvky multi-agentńı platformy A-globe a poṕı̌su návrh

a vlastnosti nového simulátoru.

Vlastnosti navrženého simulátoru byly testovány a porovnány s vlastnostmi open-source

simulátoru SWANS++ a dosahovaly velmi podobných výsledk̊u.

Abstract

The aim of this work is to design and implement a new wireless network simulator that

will be used in multi-agent platform A-globe for simulation of wireless communication.

This simulator should enable specification of transmission powers, sensitivity thresholds

and antenna gains of the simulated entities. Furthermore, it should enable definition of

obstacles for radio signal - either manually by the user or by extracting the obstacles’

positions from provided height-map of the environment.

In this work, I will deal with the problems of radio frequency signal propagation and

wireless network simulations, I will give an overview of the main concepts of the multi-

agent platform A-globe, and I will describe the design and features of the new simulator.

The accuracy of the simulator was tested and compared to open-source simulator

SWANS++, giving very similar results.
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CHAPTER 1. INTRODUCTION 1

1 Introduction

1.1 Wireless Network Communication

In general, wireless networking refers to the use of radio or infrared frequency signals

to transfer information or share resources between devices. The importance of wireless

networks grows with rising numbers of laptops, netbooks, Wi-Fi cell phones, handheld

PCs, PDAs and other devices that employ wireless technology. They also have wide uti-

lization in wireless sensor networks which are spatially distributed autonomous sensors

used for cooperative monitoring of physical or environmental conditions. Also, recently

the scientific and industrial community in the area of telecommunications deeply inves-

tigates a promising area of noninfrastrucure-based wireless networks - Mobile Ad-hoc

Networks (MANETs), a self-configuring wireless network of mobile devices - which will

play an important role in the near future of communication.

There are some major differences in characteristics showed by wireless networks when

compared to the wired ones. The most important ones are

• Higher interference - signal can interfere with itself because of multipath propa-

gation, devices can interfere with each other because of broadcast nature of the

transmissions, radio signals can interfere with other electrical devices and infrared

signals interfere with sunlight and heat sources and are blocked by non-transparent

materials.

• Lower transmission rates and bandwidth ability.

• Variable network conditions - devices may move, interference can cause higher data

loss rates, signal power attenuates with distance, signal quality is influenced by the

weather and so on.

• Limited computing and energy resources when the devices run on battery.

When new protocols or applications for wireless systems are developed, its functionality

needs to be tested. Real hardware for testing is unfortunately rather expensive, testing

conditions are usually not reproducible and experiment monitoring is difficult. That is

why real testbeds are not very suitable for experiments. On the other hand, none of

the mentioned problems of real testbeds is applicable to wireless network simulators.

There exist numerous network simulators ([33],[42],[3],[26],[29] and others) which vary in

attributes like the maximal number of entities they can model, in their granularity, i.e.

level of details they use, in their processing power requirements and in other properties.

These simulators, however, mostly do not support co-simulation facilities (with some ex-

ceptions like TrueTime [1] or Jane simulator [30]) that would simulate the latency-related

aspects of the network communication in combination with the node computations and

the dynamics of the environment.
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1.2 Motivation

The main motivation of this work was to add a facility of wireless communication simula-

tion to multi-agent platform A-globe [23] developed at Agent Technology Centre (ATG)

in Prague.

Although there are various wireless network simulators currently in use, none of them is

suitable for being employed in the A-globe platform. The reasons are the following:

• Importing of an existing simulator to the A-globe at its message transport level

would need complex changes to the simulator’s and A-globe’s structure.

• Most of the simulators do not allow individual hosts to move at their will, they

only utilize randomized mobility models of the hosts’ movement which the hosts

must follow. In A-globe simulations, however, the host’s decision making about its

movement is highly required feature.

• While the simulator should model wireless communication in A-globe simulations,

it needs to run in real time to enable co-simulation facilities. Most of the existing

simulators do not provide these facilities.

1.3 Contribution

In this work I will present a design of a multi-agent wireless network simulator that

was projected as a plug-in module (called aglobex.wireless) to A-globe platform with the

following features:

• Provides model of the physical layer - signal propagation model, path loss model

dependent on the environment, estimates signal interference and supports node

mobility.

• Supports basic IEEE 802.11 MAC protocols, such as CSMA/CA and virtual carrier

sensing.

• Enables importing of a map of the physical environment and its utilization for

communication availability.

• Enables co-simulation of network communication and node computations in real-

time.

• Module is suited for A-globe message transporting protocols (as described further

in chapter 5) and thanks to its agent nature supports parallel computations and

enables distribution of the simulation on distinct computers.
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1.4 Thesis Organization

This thesis is organized as follows. In chapter 2, I will formulate the problem of radio

frequency (RF) signal propagation, describe path loss model of RF signal and discuss

effects of signals’ interference. In chapter 3, I will describe the IEEE 802.11 standard,

its specifications and features and its MAC layer protocol. In chapter 4, I will give

an overview of existing wireless network simulators and describe the advantages and

disadvantages of simulators working in the real-time domain over more common discrete-

event simulators. As I mentioned above, aglobex.wireless module is intended to be used

in A-globe agent platform. I will give a general overview of this platform and describe

its message transport protocols in chapter 5. Then in chapter 6, I will present the actual

design of the aglobex.wireless module, describe its architecture and used environmental

and signal propagation models. Chapter 7 contains results of experiments that examine

the scalability of the module and test its simulation accuracy by comparing it to another

wireless network simulator, SWANS++ [2]. Finally, chapter 8 concludes this thesis and

gives an overview of future work.
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2 Problem Formulation

When simulating wireless networks, one of the most substantial tasks is to model the

wireless channel. Even though, both radio and infrared frequency signals are used for

wireless communication, in the following I will focus on radio frequency signal propaga-

tion since it is the most common means of wireless communication nowadays.

Because the radio frequency (RF) signal, as well as light waves, is subject to various

physical phenomena like reflection, refraction, diffraction, scattering, attenuation or in-

terference, its modelling is a very complex task. Wireless network simulators usually do

not model all the details because firstly, not all of them have such a significant effect on

the simulation results, and secondly, modelling all of them would make the simulation

very slow and cumbersome. Nevertheless, it is important to know what these phenomena

are and how they influence the signal propagation. In this chapter, I will describe RF

signal propagation, as well as the physical processes that influence it. Further, I will

present some of the most used models of path loss (how signal power is attenuated with

distance from receiver) and the principle of signals interference and problems connected

with it, as it is very common in wireless networks.

2.1 Radio Frequency Signal Propagation

RF signal is radiated in straight lines but unlike the light, bulk of its energy is carried

in the space around the straight line connecting the transmitter and the receiver. This

ellipsoidal space is divided into concentric regions called Fresnel zones (see Figure 2.1).

Radius of n-th zone in some point P can be estimated according to equation 2.1. In the

first Fresnel zone, there is carried 90% of signal’s energy. If this zone is obstructed by

some obstacles, quality of the transmission decreases significantly.

FN =

√
NλD1D2

D1 +D2

(2.1)

where FN is n-th zone’s radius in point P ,

λ is wavelength,

D1 and D2 are distances from transmitter and receiver.

Furthermore, for a succesful data reception, strength of the transmitted signal needs

to be greater than the background noise at the receiver. The background noise can be

caused either by devices operating in the same frequency band (such as radios, microwave

ovens, cordless telephones or Bluetooth devices in the 2.4 GHz band) or it can be caused

by the transmitting stations when their signals get corrupted by the environment and

become unusable (e.g. when the multi-path propagated signal interferes with itself).
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Figure 2.1: Fresnel zone between transmitter and receiver, (borrowed from http://www.

danets.com/wifi-images)

The difference between the signal’s power and the noise power is known as signal-to-

noise-ratio (SNR) and can be estimated as

SNR[dB] = S[dB]−N [dB] (2.2)

where S is the signal’s power in dB and N is the noise power in dB.

The necessary values of SNR are different for various data rates and modulation tech-

niques. These will be in more detail described in chapter 3.

In this context, I should mention the difference between three different units - dB, dBm

and dBi.

• dB is a unit of relative measure of two different power levels. It can be computed

as

x = 10 · log
P1

P2
(2.3)

• dBm is a unit of a signal power computed according to the equation 2.3 compared

to the power of 1 mW .

• dBi is a common reference unit for antennas. It states the gain of an antenna as

referenced to an isotropic source (perfect omnidirectional radiator).

As mentioned above, the RF signal transmission is affected by various physical processes,

some of which I am about to describe shortly in the following.

2.1.1 Scattering

Scattering is a physical process that causes waves (or moving particles) to deviate from a

straight trajectory because of some non-uniformities (or small objects, compared to the

signal wavelength) in the medium through which they pass. An example of scattering

can be a two particle collision, shown in Figure 2.2.

http://www.danets.com/wifi-images
http://www.danets.com/wifi-images
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Non-uniformities which can cause scattering (called scatterers or scattering centers), are

for example, particles, droplets, bubbles, surface roughness, cells in organisms, textile

fibers in clothing or foliage and street signs.

Apparently, the level of details needed for modelling the scattering is very high and the

final effects on the general RF signal propagation are insignificant.

Figure 2.2: Example of particle scattering - elastic two particle collision (borrowed from
http://www.scitopics.com)

2.1.2 Diffraction

Wave diffraction refers to a phenomenon which occurs when a wave encounters an ob-

stacle. Waves can bend around small obstacles or spread out past small openings. The

process is explained by the Huygens-Fresnel principle - each point of an advancing wave

front is in fact the center of a fresh disturbance and the source of a new train of waves.

The effects of wave diffractions are shown in Figure 2.3.

(a) (b) (c) (d)

Figure 2.3: Diffraction of a plane wave (a) from a wide slit, (b) from a wide obstacle, (c)
from a very narrow slit (much narrower that the signal’s wavelength), (d) from a slit with
width comparable to the signal’s wavelength. (borrowed from http://cs.wikipedia.

org/wiki/Difrakce)

http://www.scitopics.com
http://cs.wikipedia.org/wiki/Difrakce
http://cs.wikipedia.org/wiki/Difrakce
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In wireless radio communication, diffraction is mostly caused by objects with very sharp

edges that lie on the radio path between the transmitter and the receiver. It permits

wireless communication between points where there is no line-of-sight path due to ob-

stacles that are opaque to radio waves. Its effects can be significant but still, none of

present simulators take it into account in its physical layer’s model.

2.1.3 Refraction

Change in direction of a wave due to its velocity is refered to as refraction. This happens

when a wave is passing from one medium to another (see Figure 2.4).

Refraction is described by Snell’s law, which states that the angle of incidence Θ1 is

related to the angle of refraction Θ2 by

sin Θ1

sin Θ2

=
v1

v2

=
n2

n1

(2.4)

where v1 and v2 are the wave velocities in the respective media, and n1 and n2 are the

refractive indices.

Modelling of refraction could be meaningful in environments with significantly different

media through which radio signal would pass. However, none of the current wireless

simulators implements refraction models because of their complexity and lack of real

scenarios where refraction would have significant impact on the signal’s propagation.

Figure 2.4: Wave refraction where n2 > n1, (resp. v1 > v2). (borrowed from http:

//en.wikipedia.org/wiki/Refraction

2.1.4 Reflection

Reflection is a special case of refraction where the change in direction of a wavefront at

an interface between two different media leads to return of the wave into the medium

from which it originated. The area of the interface needs to be large, compared to the

singal’s wavelength, for reflection to occur.

http://en.wikipedia.org/wiki/Refraction
http://en.wikipedia.org/wiki/Refraction
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In wireless radio communication, the most common case of reflection occurs when a

transmitter or receiver are not high enough and the transmitted radio signal reflects from

the ground. This situation is taken into account in a two-ray ground model described in

section 2.2.2.

2.2 Path Loss Models

Path loss is the reduction in power density (attenuation) undergone by an electromagnetic

wave in transit between a transmitter and a receiver. Path loss is a major component

in the analysis and design of wireless networks and it is an essential part of all wireless

network simulators.

Path loss models describe the attenuation between transmitting and receiving antennas

as a function of the propagation distance and other parameters. In the following, the

most common path loss models are briefly described. For more details, see [36].

2.2.1 The free space propagation model

This model is used to estimate the signal power at receivers when the path (meaning the

first Fresnel zone) between the transmitter and the receiver is unobstructed. The waves

obey the inverse-square law which states that the power density of a wave is proportional

to the inverse of the squared distance from the source.

The received signal power can be computed according to equation

Pr(d) =
PtGtGrλ

2

(4π)2d2L
(2.5)

where Pr(d) is the signal power received at distance d from the transmitter, Gt is the

transmitter antenna gain, Gr is the receiver antenna gain, λ is the wavelength in meters

and L is the system loss factor not related to propagation.

Equation 2.5 can be simplified as

Pr(d) = Cf
Pt
d2

(2.6)

where Cf is a free space constant that depends on the transceivers’ characteristics.

2.2.2 The two-ray ground model

The two-ray ground model improves the accuracy of the free space propagation model

by considering two propagation trajectories - the direct line from the transmitter to the

receiver and the path of ground reflected ray (see Figure 2.5). More specifically, although

the two-ray ground model gives more accurate prediction than the free space model at
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long distances (as shown in [36]), it does not give good results for short distances due to

the oscillation caused by the constructive and destructive combination of the two rays.

Figure 2.5: The two-ray propagation model - the signal from transmitter reaches receiver
through the direct path, and through a ground reflected path.

The received signal power at distance d then can be predicted by

Pr(d) = PtGtGr
h2
th

2
r

d4L
(2.7)

where ht is the transmitter’s antenna height and hr is the receiver’s antenna height.

Equation 2.7 can be simplified analogously to 2.5 by abstracting the features of the

transceivers. We then get

Pr(d) = Ct
Pt
d4

(2.8)

Ct is a two-ray ground constant that depends on the transceivers’ characteristics.

2.2.3 The log-distance path loss model

The log-distance generalizes the path loss and takes environmental factors into account.

It has been derived combining analytical methods and empirical methods based on field

measurements and reverse curve fitting on the measured data.

According to this model, the received signal power is proportional to the distance between

the transmitter and the receiver d raised to exponent α which is called the path loss

exponent, or distance-power gradient.

Pr(d) ∝ Pt
dα

(2.9)

The path loss exponent depends on the environment characteristics and it has been

experimentally measured in various scenarios. Some of its values are stated in Table 2.1.

2.2.4 Probabilistic propagation models

Although, the log-distance model predicts the received signal’s power at a certain distance

well, it predicts only an average signal’s power value. The actual signal’s intensity can
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Environment α

Free space 2
Urban area 2.7 - 3.5
Indoor LOS 1.6 - 1.8

Indoor no LOS 4 - 6

Table 2.1: Values of the distance-power gradient in different environments (borrowed
from [39])

vary from the average value a lot. To model this variability of wireless channel, various

probabilistic models were proposed. In these models, the radio coverage area is not a

circle anymore, but instead, the existence of a wireless channel is a random event.

There are two classes of probabilistic models - large-scale models and small-scale, or

sometimes called fading models.

The large-scale models are used for modelling signal strength variations over long dis-

tances. Most known large-scale model is log-normal shadowing model that models the

path loss as a random variable with log-normal distribution centered around the mean

value estimated by 2.9.

On the contrary, the fading models are used for modelling signal strength variations over

very small distances. The most known fading model is Rayleigh model that models the

path loss as a random variable with Rayleigh distribution.

2.3 Interference

Interference is an addition of two or more waves that results in a new wave pattern.

This happens when the waves have the same or nearly the same frequencies. In wireless

communication, when two or more signals interfere, the transferred data gets corrupted

and fails to be delivered correctly.

More precisely, what matters for correct data delivery is interference at the receiver.

This is a problem in wireless networks because there is no way the transmitter could

know the current situation at the receiver’s surroundings. The sender only knows about

the channel usage in its neighbourhood which leads to two problems typical for wireless

communication - the hidden station problem and the exposed station problem.

For better understanding of these problems, three ranges with respect to the transmitting

station are defined:

• Transmission range within which a transmission can be successfully captured.

• Interference range within which the other transmitting stations will be interfer-

ing with the particular transmitting station, thus suffering a decrease of SNR and

possible loss of information.

• Carrier sense range within which the other stations can detect a transmission
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and postpone transmissions of their own.

In the Figure 2.6a node 1 wants to communicate with node 2, not knowing about the

node 4 concurrently transmitting packet to node 5 (node 4 is outside the 1’s carrier sense

range). Because node 4 is in the interference range of the node 2, there happens to be

interference of signals from nodes 4 and 1 at node 2 and the packet from node 1 gets

corrupted. Because the transmitting node 4 was hidden from node 1, this situation is

called the hidden station problem.

On the other hand, Figure 2.6b shows the exposed station problem. Now, node 3 wants

to transmit packet to node 4 while node 1 is transmitting packet to node 0. Node 3 senses

the transmission from 1 (node 1 is in 3’s carrier sense range) and it falsely concludes that

it may not send the packet to the node 4, even though the two transmissions would not

be affected by interference. Such transmission would cause bad packet reception only in

the zone between nodes 1 and 3.

(a) (b)

Figure 2.6: Problems of wireless communication (a) node 4 as a hidden node to node 1,
(b) node 3 as an exposed node by node 1

According to Gupta and Kumar [16], signal reception in presence of other interfering

signals abide by the following rules:

1. The radio locks on a strongest signal of all and the others are added to the cumu-

lative noise level. This is known as a capture effect [28].

2. If the power of the strongest signal is no longer stronger than the receiver’s sensi-

tivity threshold or stronger than the cumulative noise level by SNR threshold, the

radio drops receiving that signal. This is a collision.

IEEE 802.11 standard provides some solutions to interference problems in the transievers’

MAC layer protocols which I will describe in the chapter 3.



12 CHAPTER 3. IEEE 802.11 STANDARD

3 IEEE 802.11 Standard

As stated before, the aglobex.wireless simulator was designed for simulation of wireless

communication of A-globe’s entities using radio frequency signal. Thus, the mechanisms

and protocols of the most widespread standard for wireless local area network (WLAN)

computer communication, IEEE 802.11 [21], were employed in the simulator.

IEEE 802.11 is a set of Wi-Fi standards for WLANs that defines their standard physical

(PHY) and medium-access control (MAC) layers in the publicly available ISM bands. It

also describes the functions and services required by an IEEE 802.11-compliant device

to operate within ad hoc and infrastructure networks, as well as the aspects of station

mobility within those networks. Furthermore, it also defines several privacy protocols

(WEP, WPA and WPA2) to provide the same security level as the wired Ethernet.

In this chapter I will briefly discuss the specifications of individual standards of 802.11

family, show two possible operation modes and describe some of the MAC layer channel

access protocols.

3.1 Physical Layer

IEEE 802.11-compliant devices communicate using radio frequency signals in 2.4 GHz

or 5 GHz ISM bands with bandwidth of about 20 Mhz. The signal is modulated by

direct-sequence spread spectrum (DSSS) technique at 2.4 GHz or by orthogonal frequency-

division multiplexing (OFDM) technique at 5 GHz. These modulation techniques offer

various bits per symbol values, thus providing various transmission speeds and various

susceptibility to noise.

3.1.1 Maximum Information Rate

According to information theory, maximum amount of error-free digital data (informa-

tion) that can be transmitted with a specified bandwidth in the presence of noise or

interfering signals is bounded by two phenomena - the Hartley’s law and the Shannon’s

Theorem. The maximal transmission data rate can be estimated according to the Hart-

ley’s law

R ≤ 2B log2M (3.1)

where R is an achievable line rate in bits per second, B is the analog bandwidth and M

is the number of distinct signal levels given by the modulation.

On the other hand, by increasing the number of signal levels, the data-rate cannot be

increased forever. At some point, the receiver would not be able to distinguish the signal

levels because of the noise. The upper bound to the capacity of a link is given by the
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Shannon’s Theorem

C = Blog2(1 +
S

N
) (3.2)

where C is the achievable channel capacity in bits per second, S is the total received

signal power over the bandwidth in watts and N is the total noise or interference power

over the bandwidth in watts.

3.1.2 Operation Modes

IEEE 802.11 standard can work in two modes: either in the presence of a base station

(access point - AP) with a regular client-server structure called IM-BSS (Infrastructure

Mode Basic Service Set) or in an ad-hoc mode with the absence of a base station. This

operational mode is called IBSS (Independent Basic Service Set). See Figure 3.1. Oper-

ating in ad hoc mode allows all wireless devices within range of each other to discover

and communicate in peer-to-peer fashion. In order to communicate, all wireless adapters

must use the same SSID (Service Set Identifier) and the same channel number.

(a) (b)

Figure 3.1: Wireless mode (a) with base station (access point) (b) without base station
(ad hoc mode).

3.2 Medium-Access Control Layer

802.11 standard defines three MAC channel access methods - Distributed coordination

function (DCF), Point coordination function (PCF) and Hybrid coordination function

(HCF).

DCF

DCF can be used either in the Infrastructure Mode or in IBSS ad hoc mode. It is based

on the Carrier Sense Multiple Access - Collision Avoidance (CSMA-CA) MAC protocol

and must be implemented in all 802.11 stations.



14 CHAPTER 3. IEEE 802.11 STANDARD

The CSMA/CA protocol uses a random backoff procedure to reduce the collision prob-

ability between multiple stations accessing a medium. This means that just after the

medium becomes idle (as indicated by the carrier sense (CS) function) the station waits

for a random time period before transmitting. Furthermore, all unicast traffic uses posi-

tive acknowledgments (ACK frame) of frames - when the sender receives no ACK, frame

retransmission is scheduled.

CS is performed by physical and virtual mechanisms. When either mechanism indicates

a busy medium, the medium is considered busy, otherwise, it should be considered idle.

The physical CS mechanism is provided by the PHY. In principle, each station, when

not transmitting, senses the medium and if some signal with power higher than station’s

sensitivity threshold is received, the medium is considered busy. The details of physical

CS are provided in the individual PHY specifications.

The virtual CS mechanism is provided by the MAC layer. It works on a principle of

distributing RTS (Ready-to-send) and CTS (Clear-to-send) frames by the transmitting

and the receiving stations, prior to the actual data frame. The RTS and CTS frames

contain a Duration field that specifies the amount of time that the channel is to be re-

served for transmitting the actual data frame and the returning ACK frame. All stations

that receive either RTS (transmitted by the originating station) or CTS (transmitted by

the destination station) learn about the future medium reservation and set the virtual

channel busy for themselves by setting the Network Allocation Vector (NAV) signal -

kind of reminder to keep quiet for a certain period of time. Virtual channel sensing is

illustrated in Figure 3.2.

(a) (b)

Figure 3.2: Virtual channel sensing when A is sending a frame to B - from topological
point of view (a), and from the view of the channel allocation (b).

The RTS/CTS exchange enables fast collision detection. If the returned CTS is not

detected by the originating station, the station may repeat the process more quickly
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than if the long data frame had been transmitted and a returned ACK frame had not

been detected. This mechanism is supposed to be solution to hidden station problem as

stated in 2.3.

The RTS/CTS mechanism cannot be used for broadcast or multicast transmissions be-

cause there are potentially multiple concurrent senders of the CTS frames. The RTS/CTS

mechanism need not be used for every transmission. Stations can be configured to use

RTS/CTS either always, never, or only on frames longer than a specified length. Because

the additional RTS and CTS frames add significant overhead (as measured for example

by Basagni et al. in [4]), the mechanism is not always justified, especially for short data

frames.

PCF

In PCF mode, which is applicable only on infrastructure network configurations, the

base station polls the other stations, asking them if they have anything to send. Since

transmission order is completely controlled by the base station in this mode, no collisions

ever occur.

The basic mechanism is for the base station to broadcast a beacon frame periodically (10

to 100 times per second). The beacon frame contains system parameters, such as clock

synchronization. It also invites new stations to sign up for polling service. Once a station

has signed up for polling service at a certain rate, it is effectively guaranteed a certain

fraction of the bandwidth, thus making it possible to give quality-of-service guarantees.

PCF mode implementation is optional for WiFi devices.

HCF

HCF access method is only applicable on QoS (Quality of Service) network configurations

and should be implemented in all QoS stations. It combines functions from the DCF

and PCF with some enhanced QoS-specific mechanisms. The HCF uses both contention-

based channel access method (similar to DCF method), called the enhanced distributed

channel access (EDCA) mechanism for contention-based transfer, and controlled chan-

nel access (similar to PCF method), referred to as the HCF controlled channel access

(HCCA) mechanism, for contention-free transfer.

More details on HCF can be found in [21].

3.3 Protocols

The original IEEE 802.11 standard was formed to unite the physical (PHY) and medium-

access control (MAC) layers for WLANs in the publicly available ISM bands. This
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standard provided three different PHY layer options - infrared, frequency hopping spread

spectrum (FHSS) at 2.4 GHz, and direct sequence spread spectrum (DSSS) at 2.4 GHz.

Since its creation in 1997, various extensions called Task Groups have been formed.

These new extensions abandoned the infrared and FHSS PHY layer options and defined

higher data rates, better reliability and other features.

In this part, I will introduce some of the IEEE 802.11 variants (Task Groups). The

overview of the most important standards can be seen in Table 3.1.

Standard Year Band [GHz] Maximum rate [Mbit/s] PHY layer
original IEEE 802.11 1997 2.4 2 DSSS / FHSS

IEEE 802.11a 1999 5 54 OFDM
IEEE 802.11b 1999 2.4 11 DSSS
IEEE 802.11g 2003 2.4 54 OFDM
IEEE 802.11n 2009 2.4 / 5 600 MIMO

Table 3.1: Overview of IEEE 802.11 standards.

IEEE 802.11b

802.11b is a direct extension of the modulation technique defined in the original standard.

It was designed to increase the maximum bit rate in 2.4 GHz frequency range from 2

Mbps to 11 Mbps while maintaining interoperability with the original standard. The

standard keeps the original MAC layer but redefines the PHY layer (unlike the original

that used DSSS and FHSS modulations, 802.11b works only with DSSS) to increase the

spectral efficiency. The supported bit rates are 11, 5.5, 2 and 1Mbps.

802.11b devices suffer interference from other products operating in the 2.4 GHz band,

like microwave ovens, Bluetooth devices, baby monitors and cordless telephones.

IEEE 802.11a

802.11a keeps the original MAC layer but the PHY layer was reworked to provide rates

up to 54 Mbps in 5 GHz band. It employs OFDM spectrum spreading technology that is

more efficient at working with high bit rates than DSSS technology. The supported bit

rates are 54, 48, 36, 24, 18, 12, 9 and 6 Mbps, thus the task group a compliant devices

are incompatible with task group b compliant devices.

Because the 5 GHz band is relatively uncrowded and since the available band at Un-

licensed National Information Infrastructure (U-NII) is about 300 Mhz (eight nonover-

lapping 20MHz bands available, compared to three with 802.11b), IEEE 802.11a suffers

from the interference much less than 2.4 GHz band protocols.

Although the signal energy at 5 GHz is more likely to be absorbed than the 2.4 GHz

signal and its power is attenuated much more over distance, its performance is superior
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to the 802.11b (as shown by researchers at Atheros Communication [10]).

IEEE 802.11g

802.11g task group is fully backwards compatible with the 802.11b protocol. It is working

in 2.4 GHz band and enables transmissions up to 54 Mbps. The standard uses DSSS

modulation technology at 802.11b data rates (11, 5.5, 2, and 1 Mbps)for the interoper-

ability mode while for the higher rates (54, 48, 36, 24, 18, 12, 9, and 6 Mbps), it employs

the OFDM technology.

The drawback of working in the same frequency band as 802.11b is that it is influenced

by the same interference sources in the crowded 2.4 GHz band and unlike 802.11a, it still

has the three-channel restriction.

IEEE 802.11n

802.11n is a new WiFi standard that enables trsansmissions at a maximum of 600 Mbps.

This is achieved by adding multiple-input multiple-output technology (MIMO) and 40

MHz channels to the PHY layer, and frame aggregation to the MAC layer (to deal with

802.11 protocol overheads).

MIMO technology provides Spatial Division Multiplexing (SDM) technology that mul-

tiplexes multiple independent data streams, transferred simultaneously within one fre-

quency channel, using multiple antennas. Thanks to this, the data throughput increases

significantly.

The standard works in both 2.4 and 5 GHz bands and 802.11n-compliant devices are

backwards compatible with 802.11a/b/g devices, however, in their presence the stan-

dard’s performance decreases significantly.

Other significant IEEE 802.11 task groups

IEEE 802.11d standard is also referred to as the Global Harmonization standard. It

is used in countries where systems using other standards of the IEEE 802.11 family are

not allowed to operate. Country-specific information is included in a beacon transmis-

sions to inform receiving stations about the available parts of the spectrum, maximum

transmission power and other radio constraints.

IEEE 802.11h standard was originally designed to address European regulations. It

solves problems like interference with satellites and radars using the same 5 GHz fre-

quency band. In principle, stations that happen to detect transmission should limit their

transmitting power, or free the channel where the transmission was detected.

IEEE 802.11e defines a set of Quality of Service (QoS) enhancements for WLAN appli-

cations through modifications to the MAC layer. It redefines both the centrally controlled
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channel access and the contention-based channel access of CSMA/CA by including packet

priorities. Packets with higher priority then have access benefits over the lower-priority

packets in a Differentiated Services manner.
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4 Wireless Network Simulators

Communication in wireless networks is a complex task with many variable parameters

to be taken into account, such as signal propagation, interferences, obstacles and noise

in the environment, or hosts’ movement. Also, unlike the wired networks, problems

like power constraints, decreased reliability or typically higher density and number of

nodes need to be faced. Because of these factors, it is inevitable to thoroughly test the

behaviour of all newly designed protocols and applications before using them in practise.

Testing can be done either by implementing and deploying of the developed concepts

on real hardware (testbeds) or by using wireless network simulators. Most researchers

today prefer simulators to real-size testbeds, although testbeds might provide the most

accurate results. The reasons are the cost of hardware, testbeds’ limited monitoring

and debugging possibilities, high effort needed to create an experiment’s environment

resembling the real scenario, as well as the lack of reproducibility of experiments on

real hardware. Therefore the use of testbeds is applicable for smaller networks in the

final stages before concept’s deployment, while in the first stages of the implementation

phase and with the growing size of experimented networks, grows the importance of

software-based simulation.

In this chapter I will give an overview of the most frequent wireless network simulators,

principles and simulation techniques used in these simulators and describe how these

simulators deal with accuracy. Overview of wireless network simulators has also been

presented in [19], [31] and issues of accuracy have been studied in [9] and [17].

4.1 The Accuracy Of Wireless Network Simulators

In general, no network simulator is accurate. All simulators work with some abstraction

of the real world which in its nature causes a certain level of imprecision. When really

good accuracy is needed, experiments should be, if possible, conducted on the real de-

vices, using testbeds. Otherwise, researchers have to manage with simulators and their

inaccuracies. In the following, I am about to specify individual causes of imprecision.

4.1.1 Level of details

Selecting the correct level of detail (granularity) for a simulation is a difficult problem.

Apparently, the more detailed model (finer model granularity), the more accurate is the

simulation. But on the contrary, it is clear, that it is not necessary and even achievable

to model all the details (for example, up to the atoms and electrons).

As studied by Heidemann et al. [17], lack of detail may have serious impact on the

obtained results and may cause the results wrong or misleading in two ways. Either they
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are simply incorrect, or they are technically correct but provides an answer to irrelevant

parts of the design space, thus making the results inapplicable. On the other hand, too

much detail results in slow simulations and cumbersome simulators. The granularity

must be chosen with care and ideally suited according to the needs of the simulated

application.

As no metrics for granularity levels is available, Hogie et al. [19] defined the granularity

as finest < finer < fine < medium < application-level. Granularity levels for

some of actual network simulators, as well as their programming languages and licence

they use are shown in table 4.1.

Name Granularity Interface Licence
ns-2 Finest C++/OTCL Open source

GloMoSim Fine Parsec (C-based) Open source
J-Sim Fine Java Open source

OMNet++ Medium C++ Free for academic and educational use
OPNet Fine C Commercial
SWANS Medium Java Open source

Table 4.1: Granularity of simulators, programming language they are based on and
licences they use. Data for the table were taken from [19]

4.1.2 Mobility models

Mobility models for simulating mobile networks are another source of imprecision. They

are probabilistic approximation of hosts’ movement and they have been surveyed by

Camp et al. [8] and Lin et al. [32]. Nodes’ mobility impacts the whole network perfor-

mance in various ways. It can significantly increase capacity, as shown in [15] or it can

have an impact on network connectivity, as shown in [11]. Random Waypoint mobility

models [6] used to be common mobility models until their harmful impact was revealed.

This was the fact that even though the speed of a mobile station was chosen uniformly

at random from a given interval, the speed of a node in steady state was not necessarily

from the same distribution (it was caused by slower nodes traveling for a longer time).

Since then new more realistic mobility models have been suggested, like the Obstacle

Mobility Model [27], the Graph-based Mobility Model [41], the Group Mobility Model

[20] or the UDel model [7].

4.1.3 Radio propagation models

Modeling of the radio waves propagation is one of the most difficult task of the wireless

networks simulation. As mentioned in chapter 2, radio waves, similarly to light waves, are

affected by reflection, refraction, diffraction, absorption and scattering. Some simulators
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take reflection and absorbtion into account, but so far, there are no good implementations

of the other three phenomenons. Also, the UDel project [7] models radio waves by using

ray-tracing and Markov chains, but these techniques are highly time-consuming and

decelerate the simulation up to 100 times. Furthermore, many simulators use highly

simplifying assumptions about circularity of radio’s transmission area and about the

simulation’s environment (they do not consider obstacles like hills or walls, or nodes’

heights).

4.2 An overview of the most frequent simulators

According to Hogie et al. [19], the literature mentions less than twenty wireless network

simulators currently in use, not considering sensor network simulators. The first wireless

network simulator appeared with the wireless extentions to ns-2 by the Monarch CMU

projects in 1992. Since that time numerous other simulators have appeared and some of

them are now widely used. While most of the simulators allow modelling of the lowest

network layers, more and more people focus on the highest levels, developing new applica-

tions and concepts, e.g. for mobile ad-hoc networks (MANETs). For example, Helbrück

and Fischer developed ANSim [18] to analyze structural properties of the MANETs, and

Jane simulator [30] has been used for studying ad-hoc gaming. In the following, I am

about to give general description of some of the most common simulators.

ns-2

ns-2 [33] is the most popular network simulator. Its behaviour is highly trusted within

the networking community and it has become de facto standard for network simulation.

It is based on a combination of C++ and OTcl languages. In general, C++ is used for

implementing protocols and extending the ns-2 library, while OTcl is used to create and

control the simulation environment itself, including the selection of output data.

Thanks to its popularity and open source licence, many extensions are available enlarging

the already huge pool of available features. ns-2 offers a large number of external pro-

tocols already implemented, as well as various mobility and path loss models or energy

model. Thanks to its emulation facility, ns-2 can also be connected to a real network

and capture live packets just like a common node or inject packets into the live network.

Downsides of ns-2’s high accuracy are its lack of modularity and its inherent complexity.

Adding new components or protocols or modifying old ones is a hard task that requires

good knowledge of the simulator. Its complexity and high consumption of computational

resources leads to lack of scalability, preventing execution of simulations with more than

a few hundred nodes.
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GloMoSim

GloMoSim [42] is a discrete-event simulator developed at UCLA (California, USA) in

1998 and it is the second most popular wireless network simulator. It is written in

Parsec, an extension of C for parallel programming, allowing the simulation to run on

shared-memory symmetric processor computers.

The parallelization is achieved by splitting the network into subnetworks with similar

number of nodes. Each of these subnetworks is then simulated by distinct processors.

GloMoSim’s network model does not define every network node as entity because it would

lead to too many objects and would slow down the simulation. Instead, in GloMoSim,

objects called entities represent network layers. These entities then interchange messages

simulating network events crossing the network layer stack. By using these principles,

GloMoSim can simulate networks of tens of thousands hosts.

GloMoSim stopped releasing updates in 2000. Instead, it is now updated as a commercial

simulator called QualNet.

SWANS++

”Scalable Wireless Ad Hoc Network Simulator” (SWANS) [3] is a complete Java-based

library for simulation of MANETs running on the JiST engine. JiST is a discrete-event

platform that transforms Java virtual machine into a scheduler for events. This allows

each entity in simulation to be in charge of determining the time needed for its execution,

instead of following some shared clock.

In SWANS, environmental models and protocol layers are represented as object entities.

The Field entity provides node mobility and radio propagation. Nodes consist of a num-

ber of entities implementing various protocol layers, where the radio entity is connected

to the Field entity. Packets then traverse the protocol stack entities usually as simple

references, at virtually no cost.

In terms of quality, SWANS has been compared to GloMoSim and Schoch et al. [40]

compared it also to ns-2 with very similar results in the geographic routing protocol,

but considerably faster with much lower consumtion of computational resources. In the

same paper, JiST/SWANS was compared to GloMoSim, in terms of speed and memory

consumption, again resulting with better performance of JiST/SWANS.

J-Sim

J-Sim [29] is a component-based, compositional simulation environment developed at

Ohio and Illinois Universities. It is written in Java and originally it was designed for

simulation of wired networks. For wireless network simulations, J-Sim offers the Wireless

Extension that supports IEEE802.11 MAC protocol implementation.
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In J-Sim, each network entity - a node, a link or a protocol - is a component. Each

component can be atomic or composed of other components. Components communicate

through their ports, by connection types 1-to-1, 1-to-many or many-to-many. The result

is, that this component based architecture scales better than the object oriented model

used by ns-2 and other simulators.

OMNet++

OMNeT++ (Objective Modular Network Testbed in C++) [25] is a well-designed

discrete-event simulation environment capable of simulating any system that can be

mapped to active components communicating by passing messages.

Like J-Sim, it has a component-based, modular and extensible architecture. The basic

entity in OMNeT++ is a module. Modules can be atomic or they can be composed of

submodules. Modules communicate with each other via messages through gates (equi-

valent to ports in J-Sim, but they support only one-to-one communication). Gates

are linked to each other using connections. A connection can be associated with a

propagation delay, error rate and data rate.

For simulation of wireless ad hoc networks, OMNeT++ uses external extensions INET

Framework and the Mobility Framework. The simulator includes parallel simulation

functionality, thus being able to model networks made of tens of thousands stations.

OPNet

OPNET (Optimized Network Engineering Tools) Modeler [12] is a well-established com-

mercial discrete-event simulator developed at MIT. It provides an environment for study-

ing and designing networks, devices, protocols and applications.

OPNet Modeler defines a network as a collection of sub-models representing sub-networks

or nodes, thus employing hierarchical modeling. Developing of models is done in a hier-

archical way using a four-level structure. Network level handles topology modeling and

overall configuration, node level deals with internal structures of nodes like transmitters

and receivers, process layer models functionalities of node level devices as finite state

machines, and finally Proto-C layer is where coding of model behavior takes place in

Proto-C language (an extension of C).

For modeling, simulation, and analysis of wireless networks, the simulator uses Wireless

Suite extension. It allows models of RF signal propagation, interference, transmitter/re-

ceiver characteristics, node mobility including handover, and the interconnection with

wired transport networks. There is an extensive list of supported wireless networking

technologies such as MANET, IEEE 802.11, 3G, Ultra Wide Band, IEEE 802.16, Blue-

tooth, and Satellite. An interesting feature of OPNet is its ability to execute and monitor
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several scenarios in a concurrent manner.

4.3 The event-driven simulation versus real-time simulation

Discrete-event simulators represent the world as a chronological sequence of events. These

events occur in a discrete point in time and change state of the system. The simulation

uses clock to keep track of the current simulation time, but this does not flows continu-

ously, instead, it skips an event start time to the next event start time as the simulation

proceeds.

Real-time simulators, on the other hand, employ continuous time clock and process events

as they come.

From these properties accrue following advantages and disadvantages of these systems:

• Thanks to their clock independent to real time, discrete-event simulators are able

to model long-lasting scenarios in shorter time than they actually last.

• Discrete simulators can model more complex scenarios because the are not bounded

by strict time restrictions as the real-time simulators.

• Discrete simulations are easier to implement and they can benefit from optimization

techniques like parallelism and computation distribution or staged simulation (a

technique that improves the performance by identifying and eliminating redundant

computations in discrete-event simulators).

• Real-time systems, as opposed to discrete-event simulators, thanks to their real-

time clock, are able to support co-simulation features - they can simulate the net-

work along with the latency-related aspects of the wireless communication in com-

bination with the node computations and the dynamics of the environment.
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5 A-globe Agent Platform

In this chapter I will describe a multi-agent platform A-globe [23], its fundamental parts

and some of its functions and mechanisms I used in my work.

5.1 About the platform

A-globe is a Java-based multi-agent platform developed at Agent Technology Center

(ATG) at the Department of Cybernetics, CTU Prague. The platform is designed for

experimental scenarios testing with a possibility of simulation of agents’ position and

communication inaccessibility. Hosted agents are provided with communication infras-

tructure, migrating functions, agent stores, deploy service, directory services, etc.

Since its creation in year 2001, A-globe was successfully deployed to various industrial

applications. For example, it was used in NAIMT (Naval Automation and Information

Management Technology) [38] project for simulating underwater mine-sweeping opera-

tions (see Figure 5.1(a)), furthermore, it is used in CAMNEP (Cooperative Adaptive

Mechanism for Network Protection) intrusion detection system [37] or in AGENTFLY

project[22], a system for air-traffic control of several autonomous aerial vehicles (manned

as well as unmanned)(see Figure 5.1(b)). Besides these projects, A-globe is also used by

company CADENCE Design Systems for simulation and chipset design process modelling

or by academic institutions like University of Edinburgh, Florida Institute for Human

and Machine Cognition or Masaryk University in Czech Republic.

(a) (b)

Figure 5.1: Some of projects employing the A-globe. (a) NAIMT scenario, (b) AGENT-
FLY scenario

A-globe platform is FIPA [13] compliant on the ACL level while it does not support the

FIPA specification for inter-platform communication which would add computational

overheads that are not necessary for closed systems. Thanks to avoiding these over-

heads, the platform achieves great scalability, simulation support and agent mobility.
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Communication in A-globe is very fast and the platform is relatively lightweight. As

studied in [23], it strongly outperforms other multi-agent platforms like FIPA-OS [35],

ZEUS [34] or JADE [5] in memory requirements and message delivery times.

5.2 A-globe Architecture

The system architecture is shown in Figure 5.2. Its main parts are the following.

Figure 5.2: System architecture

Agent Platform - provides basic components for running one or more agent contain-

ers. More than one platform can run simultaneously on a single host, each in its own

JVM instance. The main components of the platform for ensuring the rest of system

functionality are Container Manager and Message Transport.

Container Manager handles starting, execution and finishing of agent containers.

Message Transport ensures an efficient exchange of messages between two agent con-

tainers running either within a single agent platform or on distinct agent platforms.

Agent Container hosts agents and services, entities that are able to send and receive

messages, and provides them with some low level functions like message transport, agent

management, or service management. High level functionality, like agent deployment,

migration, directory facilitator, etc. is provided as standard container services.

One or more agent containers can run within single agent platform. Running several

containers on one platform rapidly decreases system resources requirements because only

single JVM is used.

The agent container structure is shown in Figure 5.3.
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Figure 5.3: Agent container architecture

The container composes of following components:

• Container Core - starts up and shuts down all container components.

• Store - is an XML file where startup configuration and parameters of each container

component, agent or service are stored. These data persist in the store after the

platform is shut down and can be again loaded in the future.

• Library Manager - handles loading and usage of libraries installed in the con-

tainer.

• Message Transport - manages sending and receiving of messages from, to, and

within the container.

• Agent Manager - handles agents creation, execution and removal. It routes

incoming messages to the agents, and manages agents migration.

• Service Manager - starts and stops container’s services takes care of their inter-

facing to other container components.

Furthermore, the container hosts following entities.

• Agents - are autonomous entities residing in the containers. Each of them is run-

ning in its own thread and they can communicate with each other using messages.

There are either actor agents, simulated entities that play roles in the simulated

world, or the environment simulation agents (ES) that do not participate in the

simulated scenario and instead, they take care of the environment simulation. They

reside on server containers and communicate with other agents by topic messaging

- messaging used for environment simulation.

• Services - services to be used by the container’s agents for various purposes like

for other agents localization (DirectoryService), sending and receiving topics (Top-

icsService), migration (AgentMoverService and DeployService) etc. Agents can
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communicate with the service by messages or via service shell. There are two types

of services - user services and system services. System services are automatically

started by the container and form a part of the container infrastructure (agent

mover, visibility service, directory services etc.). The user services can be started

by the user or by an agent/service.

5.3 Message Transport

Agents in A-globe can communicate with each other by two means - either by topics or

by messages.

Messages can be exchanged between agents or services that are located on the same

container or on mutually reachable containers. Containers reachability is managed by the

visibility service that, if running, considers distances between agents to decide about their

mutual reachability. The message structure respects FIPA-ACL [14] specifications and

the messages themselves can be unicast or multirecipient (can be send using multicast).

Messages between two agent containers from different A-globe platforms are exchanged

via a shared TCP/IP connection that is established when the first message is sent.

Messages between two agent containers located in the same agent platform are passed

via the platform-level message transport component and the flow of messages within the

same container is shown in Figure 5.4. The message hooks shown in the figure will be

described further in this section.

Figure 5.4: Message flow

Topics are system messages that are reliably delivered regardless of the container reacha-

bility. They are used for distribution of system information like configuration parameters,

entity position updates, reachability information, etc. To receive a particular topic, agen-
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t/service need to subscribe it first. Each agent/service can handle one or more topics

and one topic can be handled by more then one agent/service.

5.3.1 Message Hooks

As shown in Figure 5.4, messages pass through constructs called message hooks on their

way to the receivers. These hooks, if registered at the container-level message trans-

port component, intercept messages that are being sent/received on the client container.

These intercepted messages can be then delayed, modified, or processed in various ways.

There are two kinds of message hooks - send message hooks for intercepting outgoing

messages and receive message hooks for intercepting incoming messages. Each of the

hooks has its priority that determines the order in which the hooks process the message.

Messages are processed by the hooks in descending priority order, i.e. a message is firstly

intercepted by the hook with the maximum priority and lastly by the hook with the

minimum priority.

No more than one send message hook and one receive message hook with a particular

priority level can be registered at the container message transport component. As shown

in the Figure 5.4, priority levels can vary from 0 to 30. So far, hooks with two priorities

are reserved. Priority level 2 hooks are used by the visibility service to prevent messages

from being delivered to unreachable containers and priority level 1 hooks are used by the

Sniffer agent to visualize the message exchange.

5.4 Scenario Support in A-globe

A-globe is primarily aimed at large scale, real world simulations. To support this goal,

it includes a special infrastructure for environmental simulation.

As I mentioned earlier, in A-globe simulations there aer two kinds of agents - actor

agents that simulate acting entities in the simulated world and environment simulation

(ES) agents that implement the simulated world. ES agents, for example, take care of

managing position and movement of actor agents (Position Updates Provider), handles

entity reachability and their crashes (Visibility-Crash Agent), or takes care of entity

visualisation (Operator Agent). To communicate with each other and with the action

agents, the ES agents use the topic messaging. Simulation structure example is shown

in Figure 5.5.

5.4.1 Container Reachability

One of the most important A-globe’s simulation features, especially in terms of the

aim of this thesis, is the container reachability. Container reachability should simulate
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Figure 5.5: A-globe simulation structure

communication inaccessibility for reasons of too large distances or obstacles between

entities. Thus, entities in containers that are not mutually reachable, cannot exchange

messages with each other as it would be in the real world.

The basic mechanism of processing container reachability in A-globe scenarios is shown

in Figure 5.6.

Figure 5.6: Reachability information propagation

Entities can be configured to have communication range. Entities that are further than

this range are then considered inaccessible for the particular entity. Positions and mutual

distances of entities are fed by Position/Distance Updates Provider to Visibility Crash
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Simulator. This simulator, besides handling entities crashes, estimates mutual reacha-

bility taking the communication range into account, and sends them as visibility updates

to the Visibility Services of individual entities and to a Layer Provider that (if present)

visualizes them. The Visibility Service than informs the local Directory Service about

newly reachable or unreachable containers. However, the main task of the Visibility

Service is to intercept and process outgoing messages by the message hooks. Using the

reachability information, the service either sends the message further if the receiver is

from a reachable container or prevents the message from being send successfully if the

receiver resides in an unreachable container.
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6 Module Design

The aglobex.wireless module is neither discrete-event nor pure real-time simulator. In-

stead, it works on a hybrid principle. As real-time simulators, it uses continuous time

clock, shared with the clock of the simulated entities and enables co-simulation of var-

ious entity behaviour. On the other hand, its simulation features are not carried out

continuously. They are triggered by two events.

As a first case of discrete behavior, the module handles entities’ movement and com-

putes container reachability information only when a change in entities’ positions occurs.

The other discrete behavior is triggered as periodically scheduled A-globe’s event. The

scheduling period is specified by parameter INFORM PERIOD which is optionally ad-

justable during the simulation. By default, it is set to 50 milliseconds. In this scheduled

event, the simulator processes all the intercepted messages. It checks the reachability

of the message receivers, delays the message transmission according to the size of the

message and the occupancy of the frequency channel, and handles interference of signals

and message retransmissions. The basic state diagram of the simulation is shown on

Figure 6.1.

Figure 6.1: Simulation state diagram

In the following, I will describe the overall design of the aglobex.wireless module. First,

I will discuss the client-server architecture - what are the tasks of client and server parts

and how they interact. Than I am about to describe the new way of container reachability

estimation that is more accurate than the one used in A-globe, because it takes wireless

transceiver’s characteristics and the map of the environment into account. Finally, I will

show, how the actual message transport is solved in the aglobex.wireless module.
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6.1 Server-Client Architecture

The module is designed in server-client fashion. It handles A-globe’s containers reacha-

bility and message transport and for that purpose uses some of the A-globe’s structures,

modifies some of them, or completely replaces some of them. However, the main parts of

the module are Wireless Client Service and Wireless Server which are discussed bellow.

The aglobex.wireless also takes advantage of an A-globe feature provided by the Dis-

tributed Entity Provider that enables distribution of the simulation to several platforms

according to world partitions which split entities into several simulated regions depend-

ing on the entities positions, thus enabling distribution of the simulation on more hosts.

The module structure is shown in Figure 6.2.

Figure 6.2: System architecture

6.1.1 Server side

The server side of the wireless module, represented by Wireless Server Agent and Wire-

less Server Simulator, handles two tasks. First one is to process positions and movement

of the simulated entities 1 and to estimate their reachability properties depending on their

mutual distances and taking obstacles from the map of the environment into account.

This function is a replacement of a part of A-globe’s Visibility Crash Simulator which

was modified to work together with the Wireless Server and provide only the handling

of entities crashes. How the reachability information is estimated, is in detail described

in section 6.2. As its second function, the server processes all the Wireless Message Infos

1In the following, simulated entities, containers and hosts, refers to the same thing
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coming from Wireless Client Services. It delays the messages from wireless hosts taking

the message length and the wireless channel usage into account, and prunes messages’

receivers according to their reachability from the senders. As mentioned above, A-globe’s

messages can be sent only using unicast or multicast, thus also the module can process

only unicast and multicast messages. Message broadcasting can be realized by multi-

casting a message to all containers reachable from its sender. The message handling is

further described in section 6.3. The server has knowledge of wireless hosts’s parameters

like their maximal transmission power, sensitivity threshold, minimal required SNR, or

their actual position. The wireless parameters are specified in a configuration XML file

and the position information is provided by Position Updates Provider. All of these data

is stored in IHost class representing individual wireless hosts.

6.1.2 Client side

On the client side, the Wireless Client Service is responsible for the wireless module

operation. It provides the module with two functions. First, it distributes container

reachability information received from the Wireless Server, to the local directory service.

This function corresponds to the function of A-globe’s Visibility Service. The second task

of the service is intercepting messages going from the container by send message hooks.

After the message interception, the receivers of the message are tested for reachability. If

they are reachable from the originating container, the message is stored and a Wireless

Message Info is extracted from the message, containing only the information about the

sender, desired receivers, message length and the signal power of the message transmis-

sion. This message info structure is then sent to the server for processing. When the

server responds back with a ”message ready” topic, the stored message is passed on to

pruned receivers specified in the topics content. The mechanism is shown in Figure 6.3.

Figure 6.3: The mechanism of the message transport in aglobex.wireless



CHAPTER 6. MODULE DESIGN 35

6.2 Station Reachability

As mentioned in section 5.4.1, standard A-globe container reachability is estimated in

Visibility Crash Simulator depending on entities distances and the communication range

parameter. The wireless module increases reachability estimation accuracy by taking the

radio signal propagation, wireless characteristics like receiver’s sensitivity, transmission

power, channel’s bandwidth, etc., and map of the environment into consideration.

The module, similar to ns-2 simulator [33], defines three types of ranges, see Figure 6.4.

• The transmission range (TX Range) is the range (with respect to the transmitting

station) within which a transmission can be successfully captured. The range is

mainly determined by transmission power, sensitivity threshold, and radio propa-

gation properties.

• The interference range (IF Range) is the range (with respect to the transmitting

station) within which the other transmitting stations will be interfering with the

particular transmitting station, thus suffering a decrease of SNR and possible loss

of information.

• The physical carrier sensing range (PCS Range) is the range (with respect to the

transmitting station) within which the other stations can detect a transmission and

postpone transmissions of their own.

Figure 6.4: The ranges used in wireless simulation

The following relation exists between the ranges: TX Range ≤ IF Range ≤ PCS Range.

It helps in explaining the results obtained in experiments, e.g. [4]. In aglobex.wireless

module the ranges are set as PCS Range = 2TX Range and IF Range = 1.8TX Range.

PCS Range is set larger that the IF Range to avoid simultaneous interfering transmis-

sions.
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To estimate the transmission range of a station, the module combines equations 2.5 and

2.9, giving

Pr(d) =
PtGtGr

L

(
λ

4πd

)α
(6.1)

While we are trying to find the maximum distance at which the receiving stations will

be able to receive the signal correctly, we should select the power at receiver Pr equal to

the receiver’s sensitivity threshold.

d = α

√
PtGtGr

SthL

c

4πf
(6.2)

where c is the speed of light in vacuum, f is the signal frequency and Sth is the sensitivity

threshold of the receiver.

However, the sensitivity thresholds may vary for individual receivers and so in reality,

there is no such thing as circular transmission range. We only roughly estimate the

transmission range by assuming the receivers’s sensitivity thresholds are the same and are

equal to the sender’s sensitivity threshold. That is why the transmission, interference,

and physical carrier sensing ranges are not used for estimating stations’ reachability.

Instead, they are used only for time effective search for interfering hosts and detection

of busy channel. The transmission range is also used for visualization of approximate

transmission radius.

The actual stations’ reachability is estimated individually for every host. There are two

cases when containers are not mutually reachable. Either they are too far away from each

other, so that the signal strength at receiver is lower than receiver’s sensitivity threshold,

or there is an obstacle between the hosts that is opaque for the radio signal. These two

cases are discussed bellow.

6.2.1 Signal strength

The most common reason a pair of hosts cannot communicate with each other is their

large distance. Because of the effects of phenomena discussed in the chapter 2, the radio

frequency signal is attenuated with distance. Therefore, if two nodes are too far away

from each other, the transmission signal will be too weak and the transmitted information

will be lost.

The simulator computes signal power at receiver according to the equation 6.1 and if

the power is lower than receiver’s predefined sensitivity threshold the transmission fails.

Another cause of transmission failure is noise - either a background noise or a signal from

other simultaneously transmitting stations. When the signal-to-noise ratio (SNR) value

decreases below receiver’s predefined minimal required SNR value, the transmission fails

as well.
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Every time an entity (wireless host) moves, a reachability matrix containing link quality

between each pair of hosts is computed. The link quality is a value representing maximum

possible data rate in Mbps with that given two hosts can communicate with each other.

It depends on two things. Firstly, the signal power at receiver is checked whether it

is higher then the receiver’s sensitivity threshold (according to the equation 6.1) and

whether the SNR value is higher then the required SNR. If these conditions do not hold,

the link quality is considered zero. The second thing that influences the link quality is the

modulation data-rate. So far, the used date-rate is manually predefined in a configuration

file, but in the future work, automatic adaptation of the data-rate according to SNR and

signal strength at the receiver will be enabled.

If the link between two hosts has zero quality, the host are considered mutually unreach-

able.

6.2.2 Obstacles

Another reason for containers to be mutually unreachable for communication is an ob-

stacle opaque for the radio frequency signal between them.

The module enables to define such obstacles in two ways (see Figure 6.5). The first way

is to manually define a zone. These zones are cylinders with variable radius and infinite

height which can be placed anywhere on the map of the simulated world. Their original

use is to simulate the no-flight zones in the AGENTFLY project. An example of user

defined zone is shown in Figure 6.5a.

The other way to define obstacles is height-map. The simulation scenario can be provided

by an image that represents a 2D height-map of the world. According to the brightness

levels of the image, the surface height moves between predefined minimal and maximal

height and so called surface zones are created. This feature is again taken from the

AGENTFLY project, where these zones are used to simulate the world’s surface. By this

mechanism, arbitrary shaped obstacles can be defined, see Figure 6.5b.

These zone-related obstacles provide line-of-sight reachability checking. However, as

stated in the section 2.1, the radio frequency signal needs the whole first Fresnel zone

to be unobstructed for an error free transmission. This feature is not supported in the

aglobex.wireless module yet. Further, the module also does not support semi-opaque

obstacles yet.

6.3 Message Transport Simulation

The module’s principle of operation is to intercept entities’ messages, postpone them

according to PHY and MAC layer characteristics and then send them only to those

receivers that are reachable. In the following I am about to closely describe the main
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(a) (b)

Figure 6.5: Examples of opaque obstacles: (a) user defined zone, (b) obstacles given by
a height map

mechanism of the message processing.

Every incoming message is processed by the server in the following steps:

1. Receivers of the message are estimated according to their reachability.

2. Message is processed in MAC layer - algorithm shown in Listings 6.1 is applied.

3. Transmissions are tested for interference according to the algorithm shown in List-

ings 6.2

4. Unicast messages, receivers of which were removed in the previous steps are re-

transmitted if their maximal retransmission limit was not exceeded.

5. Senders are informed about receivers the message can be sent to.

As mentioned before, the processing of messages at server side is scheduled in IN-

FORM PERIOD milliseconds intervals. The simulator processes hosts’ messages and

puts them one after another, simulating the backoff due to carrier sensing, until the sum

of their durations reaches the INFORM PERIOD time. The duration of message trans-

port is estimated according to the equation 6.3. Because of this discrete behavior, the

messages may be delayed little more that in reality. For example, even if a message arrives

at the beginning of the INFORM PERIOD lasting interval, it still cannot be sent sooner

than at the end of the interval thus it is artificially delayed. Such delay can theoretically

be in an interval from 0 milliseconds to (INFORM PERIOD − message duration)

milliseconds.

The placement of the messages into the INFORM PERIOD interval is influenced by two

things. Firstly, if transmitters are not in PCS Ranges of each other, their messages may
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overlap in time (several queues in current interval in Figure 6.6 that represent overlapping

messages). And secondly, messages, that start in current interval but their duration

overlaps to the next interval, are processed in the next interval, but their duration is

lowered by the time, they spent in the current interval (see the overlapping messages in

Figure 6.6).

Figure 6.6: Basic scheme of the message transport simulation

6.3.1 Physical layer simulation

At the physical layer level, the simulator employs the log-distance path loss model ac-

cording to the equation 6.1. This equation is used to verify the accessibility of all desired

receivers by the mechanism of comparing signal strength at the receiver and receiver’s

sensitivity threshold described earlier. The path loss exponent, as well as, the sensitiv-

ity threshold, maximal transmission power and required SNR values can be defined in

XML configuration files. In these files, the used channel bandwidth and antenna gain

of the hosts can be specified too. According to the bandwidth, duration of the message

transport can be counted as

tM =
sizeM
BwCo

(6.3)

where tM is the time in seconds, the message is processed,

sizeM is the size of the message in bites,

Bw is the channel’s bandwidth in bits per second,
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and Co is a coefficient that represents the overhead of the link layer’s and MAC

layer’s protocols.

6.3.2 MAC layer

At the MAC layer level, the simulator employs the 802.11 MAC protocol with the uti-

lization of virtual carrier sensing and retransmissions of undelivered frames for unicast

messages and classical carrier sensing for multi-recipient messages. However, because

the A-globe’s message transport does not support fragmentation of messages, neither

the aglobex.wireless module fragments the intercepted messages. Instead, the messages

are processed as solid packets.

The implemented MAC protocol mechanism is shown in the following pseudocode.

Listing 6.1: Implementation of MAC protocol

act ive msg := f i nd host whose f i r s t message to go
has the sma l l e s t startTime ;

while ( act ive msg != null )
{

i f ( ( act ive msg . startTime ) ove r l ap s cur rent i n t e r v a l )
{

return a l l messages in cur rent i n t e r v a l ;
}
// app ly r e a c h a b i l i t y in format ion
pruneRece ivers ( act ive msg ) ;

// count s t a r t and end t imes o f the ac t i ve msg
durat ion := ( count message t ra snmi s s i on durat ion )

− act ive msg . t ime i n p r o c e s s ;
act ive msg . startTime := max( act ive msg . startTime ,

c u r r e n t i n t e r v a l . startTime ) ;
act ive msg . endTime := act ive msg . startTime + durat ion ;

i f ( ( act ive msg . endTime ) not in cur rent i n t e r v a l )
{ // the message ove r l ap s to the next i n t e r v a l

act ive msg . t ime i n p r o c e s s := in t e r va l end t ime
− act ive msg . startTime ;

}
else
{

add act ive msg to the messages in cur rent i n t e r v a l ;
remove act ive msg from message queue o f i t s sender ;

}

// model the c a r r i e r sens ing
for each hos t 1 in sensingRange ( sender ( act ive msg ) )
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{ // c a r r i e r sense and r e c e i v e r s o f RTS
delayed msg := hos t 1 . nextMessage ;
delayed msg . startTime := act ive msg . endTime + backoffTime ( ) ;
i f ( act ive msg i s un i ca s t )
{

for each hos t 2 in transmiss ionRange ( hos t 1 )
{ // r e c e i v e r s o f CTS

delayed msg 2 := hos t 2 . nextMessage ;
de layed msg 2 . startTime := act ive msg . endTime + backoffTime ( ) ;

}
}

}
act ive msg := f i nd host whose f i r s t message to go

has the sma l l e s t startTime ;
}

The backoffTime() function is implemented according to IEEE 802.11 specifications. It

is a pseudo-random function that is influenced by the number of message retransmissions

that causes the contention window to be incremented. More precisely, according to [21]

backoffT ime = Random()× aSlotT ime

Random() = Pseudo-random integer drawn from a uniform distribution over the in-

terval [0, CW ], where CW is an integer within the range of values of the PHY

characteristics aCWmin and aCWmax, aCWmin ≤ CW ≤ aCWmax. CW

is the contention window parameter which exponentially grows from initial value

aCWmin to maximum of aCWmax depending on the number of retransmissions.

See Figure 6.7.

aSlotT ime = The value of the correspondingly named PHY characteristic.

Furthermore, each host has its queue of messages waiting to be transmitted. If this queue

(or buffer) exceeds its predefined capacity, new messages coming to this queue will be

dropped. By this mechanism, the packet losses caused by buffer overflows in routers is

simulated.

6.3.3 Interference and retransmission of messages

The signal interference is handled according to the two rules stated in 2.3. If two or more

transmissions overlap in time and space, only the strongest one is captured by all the

receivers. The rest is added to the background noise and affect the SNR value. If the

SNR value is lower than the required SNR value, even the strongest signal transmission

fails to be received.
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Figure 6.7: Example of exponential increase of CW, borrowed from [21]

The mechanism of estimating and handling signal interferences is shown in the following

pseudocode:

Listing 6.2: Handling of signal interference

for each message M1 in cur rent i n t e r v a l
{

for each host in in t e r f e r enceRange ( sender (M1) )
{

add s i g n a l s t r ength o f M1 to background no i s e o f the host ;
for each message M2 in cur rent i n t e r v a l other that M1
{

i f (M1 and M2 over lap in time )
{

i f ( host i s in in t e r f e r enceRange ( sender (M2) )
{

add s i g n a l s t r ength o f M2 to background no i s e o f the host ;
i f ( (M1 s i g n a l power at host > M2 s i g n a l power at host )
{

i f ( host i s one o f r e c e i v e r s o f M2)
remove host from r e c e i v e r s o f M2;

}
else i f ( host i s one o f r e c e i v e r s o f M1)
{

remove host from r e c e i v e r s o f M1;
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}
}

}
}
i f ( host i s s t i l l one o f r e c e i v e r s o f M1)
{ // check the background noi se

i f ( (M1 s i g n a l power )/ ( background no i s e − M1 s i g n a l power ) < SNR)
remove host from r e c e i v e r s o f M1;

}
}

}

If a message fails to be delivered successfully, either because of the interference or because

the receiving host moves out of the transmission range, there are two possible outcomes.

Either the message is unicast and in that case it is retransmitted for several more times,

thus simulating no arrived acknowledgements. After certain number of retransmissions,

the message is considered as undeliverable and dropped. Or in the other case if the mes-

sage is multi-recipient, there are no message acknowledgements and thus the undelivered

message is lost.
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7 Experiments

In this chapter, I am going to present the results of experiments that should verify the

correct behavior of the aglobex.wireless simulator module. The experiments examined

the wireless network simulation characteristics as well as the simulator’s scalability and

its computational resource requirements.

7.1 WLAN Simulation Characteristics

For testing of simulation characteristics, SWANS++ [2] simulator was used as a reference.

SWANS++ is an extension to the SWANS simulator which was discussed in section 4.2.

The main reasons for choosing this particular simulator were the following:

• SWANS++ is an open-source simulator with good users support and its authors

still continue to develop new features.

• SWANS++ employs all the advantages of SWANS simulator like its accuracy (com-

parable to the accuracy of GloMoSim) and its simulation time management.

• The simulator is not too complex, thus changes of its behavior were easy to imple-

ment.

• The simulator code is written in Java so that there were no problems with its

compilation.

The examined simulation properties were average delay in message delivery time, ratio

of lost messages to all sent messages and the network throughput. All of these properties

were measured as functions of the number of simulated transmitters.

7.1.1 Experiment’s testbed description

The used testbed had following properties

• The modeled wireless transmitters were not moving for better comparison of the

results, and they were placed in the modeled environment with 100 m spacing,

according to the placement shown in Figure 7.1.

• Free space path loss model was used and there were no obstacles placed in the

environment.

• The transmitters used 2 GHz frequency with 2 Mbps bandwidth.

• The transmission power was set to 1 dBm, antenna gain to 1 dBi and sensitiv-

ity threshold of the receivers was set to −81 dB. Thus, the transmission range

encompassed only the nearest neighbors (as shown in Figure 7.1).

• The hosts were sending 1000 byte unicast messages to their neighbours with rate

of 5 messages per second for the time of 5 minutes.
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Figure 7.1: Nodes’ placement used for the testing of simulator’s characteristics

While aglobex.wireless provides simulation of first two layers (the physical and MAC lay-

ers) and SWANS++ in addition employs routing protocols, some minor changes needed

to be done in the SWANS++ code - each transmitter was configured to send its messages

only to one of its nearest neighbors so that no routing overhead was necessary.

Moreover, although the SWANS++ does not employ the log-distance path loss model,

the measured hosts’ transmitting ranges in both simulators, using the free space path

loss models, were almost the same. The small difference in the ranges was cased by

the background noise which SWANS++ simulator estimates from the temperature of

the environment and which is not so significant to be considered in the aglobex.wireless

module.

For better comparison of the simulators’ behaviors, two modes of SWANS++ were tested

- one using RTS/CTS mechanism in message exchange (marked as swans RTS in the fol-

lowing graphs) and the second one using no RTS/CTS frames (marked as swans no RTS

in the following graphs).

7.1.2 Results

7.1.2.1 Message delivery delay

As first, I measured the average time that was necessary for message transport. The

delay between the message sending and its reception is influenced mainly by the channel

utilization, i.e. how often the transmitters sense an idle channel and are allowed to

transmit a message, and by the number of necessary retransmissions evoked by message

losses due to interference (and in general case also by the receiver moving out of the

sender’s transmission range).
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The graph of average delays in message delivery depending on the number of wireless

hosts present in the scenario is shown in Figure 7.2.

Figure 7.2: Average delivery delays of messages in milliseconds

It is noticable that up to about 75 transmitters, the characteristics of aglobex.wireless

module and SWANS++ simulator are similar, however with growing number of transmit-

ters, the module’s delays grow much more that the ones of SWANS++. This is caused

by the fact that SWANS++ drops messages that are about to be send by the MAC layer

when the MAC protocol is not in the idle mode (i.e. the MAC layer is sending a frame or

is expecting a frame). Instead, the aglobex.wireless module is queuing all the messages

which causes the average delivery delay to accumulate. This effect can be supressed by

decreasing the capacity of the module’s incoming message buffer.

The reason for slightly larger delays in delivery of the module’s messages with lower

number of transmitters in the scenario, is the artificial message delaying caused by the

discrete nature of module’s message handling which was discussed in the section 6.3.

7.1.2.2 Ratio of the lost messages

When a message is lost due to interference or receiver’s movement out of the sender’s

transmission range, it is retransmitted for several times and if it still does not succeed

to be delivered, it is dropped. The ratio of such dropped messages to all sent messages

depending on the number of wireless hosts present in the scenario is shown in Figure 7.3.
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Figure 7.3: Ratio of lost messages

7.1.2.3 Network throughput

Finally, the overall network throughput was measured as a function of the number of

transmitters. While the messages have size of 1000 bytes, the maximal throughput can

be estimated as

throughput[kBps] =
max # of messages sent in 5 min

5 · 60

With small number of the transmitters, the wireless channel manages to transmit all the

sent messages even with some retransmissions because the hosts’ sent rate is quite low.

Thus the throughput of the network is equal to the maximal network throughput for

the given number of nodes. With increasing the number of transmitters, the number of

lost and dropped messages increases as well and the channel can no more send all the

messages and the network throughput decreases.

The results of the simulation are shown in Figure 7.4.

The aglobex.wireless module behavior produces slightly higher network throughput

than SWANS++ with smaller number of transmitters but it slowly approaches the

SWANS++’s throughput with increasing number of nodes.

7.2 Computational Resource Requirements

Besides the accuracy of the wireless model, the simulator scalability is another impor-

tant issue. To estimate the aglobex.wireless module’s scalability, I measured CPU time

consumption and memory requirements of the simulation with the module and compared
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Figure 7.4: Network throughput in individual simulators in kbps

them to the requirements of the original simulation run without the module. The testing

PC was Intel Core2 Duo CPU at 1,86GHz with 3GB RAM.

For the testing, the same settings as in the previous experiments were used, only the

message size was lowered to 8 bytes, so that new incoming messages would be processed

faster and would not make large queues.

The requirements of resources depending on the number of nodes are shown in Figures 7.5

where the simulation was running with visualisation enabled on the same computer and

in Figure 7.6 where the visualisation was disabled on the simulating computer and was

running on a different computer.

(a) (b)

Figure 7.5: Comparison of the CPU time (a) and memory requirements (b) with visual-
isation enabled

The results show that with visualisation, the simulation with the wireless module has
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(a) (b)

Figure 7.6: Comparison of the CPU time (a) and memory requirements (b) with visual-
isation disabled

only slightly worse but similar scalability as the original A-globe’s simulation without it.

However, only up to 200 nodes could be simulated with the visualisation enabled on the

same computer and CPU time requirements almost reach 100%. The visualisation of the

communication took most of the processing time.

With the visualisation running on a different computer, the requirements of the aglobex.

wireless module were conspicuously higher than those of original A-globe simulation.

This was caused by the fact, that from certain number of simulated nodes, the module was

unable to manage modelling of the communication in the INFORM PERIOD interval.

Thus, the cashed information and memory objects could not be released, the memory

requirements rose and the overall performance dropped.

To overcome this scalability problem some optimization of the module’s code will need

to be done.
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8 Conclusions

I this work, I presented a new wireless network simulator capable of modelling first two

network layers - the physical layer and medium-access control layer. This simulator was

designed as a plug-in module (called aglobex.wireless) to multi-agent platform A-globe

and as such, it utilizes its multi-agent principles and its messaging and accessibility

mechanisms.

The simulation is based on a hybrid architecture - it is triggered by discrete events, yet

it enables co-simulation of the network communication and nodes’ computations in real

time.

The simulator enables users to specify the communication data rate, signal propagation

characteristics of the environment in the form of distance-power gradient or background

noise, and each simulated wireless host can be provided by particular transmitting pow-

ers, antenna gains, receiving sensitivity thresholds and required minimal SNR values.

Capacity of the hosts’ incoming message buffer can be specified as well to simulate

packet losses caused by buffer overflows.

The accuracy performance of the simulator was tested against an open-source simulator

SWANS++, which is comparable to GloMoSim [42], one of the best known WLAN

simulators, in the terms of accuracy. In the test, both simulators achieved very similar

results, meaning the aglobex.wireless simulator should provide the A-globe simulations

with precise enough wireless simulation facility.

Thanks to its multi-agent nature, the module supports parallel computations and enables

distribution of the simulation on distinct computers, thus considerably improving the

simulation scalability.

Future Work

Even though the simulation can be distributed to numerous distinct computers thus

providing very good scalability, its consumption of computational resources is much

higher than that of A-globe. In the future work, optimization of the module’s code will

be necessary so that it would not slow down A-globe’s simulations.

Furthermore, new features that were mentioned in previous chapters can be implemented,

such as adaptation of the communication data-rate, consideration of Fresnel zones for

estimation of the quality of received signal, various opacity levels of the obstacles, or use

of directional antennas by the simulated entities.

In the nearest future, the aglobex.module is planned to be deployed on some of the A-

globe’s projects.
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APPENDIX A. CONTENT OF THE ENCLOSED CD I

A Content of the enclosed CD

The CD attached to this work contains source codes of the aglobex.wireless module as

well as other files required for running a demo of wireless communication. Further, there

is the module’s documentation, LaTeX codes of this work and the work itself as a pdf

file.

• Directory source_codes – contains source codes of the aglobex.wireless module

and other A-globe projects required for running a wireless communication demo.

The demo can be started by running the test.bat file.

• Directory javadoc – contains module’s Java documentation.

• Directory latex – contains LaTex files of this work.
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